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Key Terminology  
 

Artificial Intelligence (AI) 
 
There is no single agreed-upon definition of AI. The OECD defines AI as “a machine-based 
system that can, for a given set of human-defined objectives, make predictions, 
recommendations, or decisions … designed to operate with varying levels of autonomy,”1 and 
describes the various steps involved in the lifecycle of an AI system, such as designing models 
and verifying results. This definition is broad and encompasses a wide variety of possible AI 
techniques and application, but is designed for policy recommendations, rather than interpretation 
by the general public. A plain-language adaptation of this general definition was necessary, so for 
the purpose of the survey research, AI was defined for participants as follows: 

“AI is the set of computer techniques that enable a machine (e.g., a computer or mobile 
telephone) to perform tasks that typically require intelligence, such as reasoning or 
learning.” 

In the deliberation guide shared online with participants and interested members of the public in 
the ‘Open Dialogue: Artificial Intelligence in Canada’ workshops, this is expanded: 

“AI is the set of computer techniques that enable a machine (e.g., a computer or telephone) 
to perform tasks that typically require intelligence, such as reasoning or learning. It is also 
referred to as the automation of intelligent tasks. Scientific developments in AI, such as 
deep-learning techniques, have made it possible to design access to huge amounts of data 
and ever-increasing computing power. These new techniques have been rapidly deployed 
on a large scale in all areas of social life, in transport, education, culture and health.”2 
 
 
AI Literacy 
 
Literacy in a subject reflects the knowledge and skills required to enable individuals to express, 
communicate, and critique the ideas of the field. However, which skills and knowledge are 
considered essential depends on the priorities of those in positions of authority in that 
field.  Therefore, we grounded our assessment tools in a broader definition developed by Long 
and Magerko that frames AI literacy through a more holistic lens: 

 
1 Organization for Economic Co-operation and Development [OECD], Legal Instrument 0449 (2019), 
Recommendation of the Council on Artificial Intelligence, online: 
OECD https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-
0449?_ga=2.124697866.1898590258.1621541868-1852956558.1620326402. 
2Universite de Montréal, Algora Lab, Responsible Artificial Intelligence: a guide for deliberation (2021),online: 
https://na.eventscloud.com/file_uploads/3791cf7b32eb26534bc48f2724d017ee_GuideDeliberation_ENGpdf.pdf  
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“AI Literacy is a set of competencies that enables individuals to critically evaluate AI 
technologies; communicate and collaborate effectively with AI; and use AI as a tool 
online, at home, and in the workplace.”3  

This broad definition allows for an understanding that literacy goes beyond simply a fundamental 
understanding of how the technology works to include knowledge of how this technology connects 
with a variety of social, ethical, economical, and policy issues. 
 
Deliberation 
 
Deliberation is a rational discussion through an exchange of arguments for a collective decision 
with the goal to increase the knowledge of each participant and allow for a better understanding 
of individual and collective interests. It can alter our initial preferences. It does not necessarily 
lead to consensus, but rather to the identification of common orientations based on convergences 
and divergences of opinion and the reasons behind them. 
 
Participants 
 
Throughout the report, “participants” is used to refer to the population who participated in the 
Open Dialogue: Artificial Intelligence in Canada. This includes both the adult participants (18+) 
and youth participants (14-17 years old) who were defined based on their physical residency 
within Canada. 
 
People living in Canada 
 
Early in the process of defining the activities of the Working Group, the choice was made to 
consciously reject the use of terms such as “Canadian citizen” or “Canadian” to define our target 
population. As these terms inadequately convey the relationship between Indigenous peoples 
and Canada, and are sometimes used to exclude marginalized populations, “people living in 
Canada” is used instead. 
 
Respondents 
 
Throughout the report, “respondents” is used to refer to the survey population. While reflective of 
people living in Canada’s national age, gender, and geographic diversity by province, the survey 
population is non-representative of ethnocultural, educational, or income diversity.  
 
Youth 
 
For the purposes of the ‘Open Dialogue: Artificial Intelligence in Canada’ workshop series, youth 
was defined as between the ages of 14-17. 
 
 
 
 

 
3 Duri Long and Brian Magerko, “What Is AI Literacy? Competencies and Design Considerations,” Proceedings of the 
2020 CHI Conference on Human Factors in Computing Systems, 2020, https://doi.org/10.1145/3313831.3376727, 2. 
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Message from the Co-Chairs 
 
Artificial Intelligence (AI) is gaining importance in nearly every sector of the Canadian economy. It is rapidly 
advancing in sophistication and integration in our daily lives. While AI presents many opportunities for 
people in Canada, the fast development of AI technologies often outpaces the ability of the Canadian public 
to remain aware of AI advancements, and to identify the promises and risks of this new and evolving 
technology. We need look no further than the recent example of the large deep learning models ChatGPT 
and DALL-E 2, which generate sophisticated prose or images, respectively, from simple prompts by a 
human user.  These powerful approaches have captured the attention of innovators, policymakers, and the 
public at large for their demonstration of both the opportunity to generate novel and beneficial applications 
of AI and the potential for misuse.   
 
Acknowledging this gap, and mindful that AI adoption is dependent on public trust, the Government of 
Canada launched a Public Awareness Working Group in 2020 as a means of listening to and informing 
citizens in the context of this rapidly evolving Canadian AI ecosystem. Media discourse on AI to date has 
typically focused on optimism and fear, while sometimes overstating the capabilities of AI. Baseline data 
had not been gathered about what people in Canada currently know about AI, what they are hopeful and 
optimistic about, and what ideas about AI dominate their fears or concerns.  
 
The Working Group began with a mandate to examine avenues to boost public awareness and foster trust 
in AI. The objective was to help Canadians have a more grounded conversation on AI, and to help citizens 
better understand the technology, its potential uses, and associated risks. The Working Group was 
committed to including all people living in Canada, regardless of their citizenship status, and engaging all 
groups and communities that comprise Canada’s population. We took steps to reach out to participants 
beyond the stakeholders that are already engaged in dialogues on AI.  
 
We designed and deployed a national survey followed by an ambitious pan-Canadian deliberative process, 
the Open Dialogue: Artificial Intelligence in Canada, holding virtual workshops with residents, including 
youth, from coast to coast. We undertook these efforts during the second and third waves of the COVID-
19 pandemic, which presented numerous challenges and necessitated an entirely virtual engagement. We 
recognize that we faced understandable constraints that impacted our ability to achieve robust and diverse 
representation in both the survey and Open Dialogue. However, we learned a great deal during the 
execution of these plans, and this report contains recommendations about how diversity and inclusion could 
be better addressed in future engagement initiatives, some of which are already under way, ensuring 
meaningful engagement with the goal of democratizing the conversation about responsible, trustworthy AI. 
 
This Working Group report should not be read as comprehensive or all-encompassing. Instead, it is a 
snapshot in time, reflecting the attitudes, knowledge and viewpoints of a portion of the Canadian population. 
Moreover, it is only a starting point for future engagements. We include a series of tangible and fundable 
recommendations that can be built upon to successfully engage people in Canada, build comprehensive 
public awareness about AI, and cultivate a society that is equipped with sufficient knowledge to think 
critically about new technologies. We emphasize that equity, diversity, inclusion, and accessibility must be 
at the forefront of all future initiatives.  
 
We hope that the lessons learned, in both how the insights were gathered and what was shared by 
participants, will serve to inspire future public engagement efforts on AI in Canada.  
 
 
Catherine Riddell, Co-Chair of the Public Awareness Working Group (2020-21) 
Marc-Antoine Dilhac, Co-Chair of the Public Awareness Working Group (2020-present) 
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1. Executive Summary 
Artificial Intelligence: a transformative technology 
 
The growth of powerful, rapidly developing, and increasingly ubiquitous Artificial 
Intelligence (AI) systems and technologies is expected to affect every economic sector 
across Canada over the next ten years. The capabilities of AI technologies to predict, 
automate, analyze, and optimize provides substantial opportunities to help address some 
of the most challenging problems facing people across Canada, from improving 
healthcare and health outcomes to addressing climate change. AI also shapes and 
informs our everyday lives in ways ranging from personalized advertising 
recommendations to answering questions as your virtual smartphone assistant.  
 
There are real opportunities for Canada to capitalize on its early AI leadership and create 
significant economic and social benefits stemming from the responsible development and 
application of these technologies. However, as AI technologies become increasingly 
pervasive and their usage more widespread, the risks and challenges become 
increasingly apparent. Questions regarding ethical development and deployment, 
including algorithmic bias and transparency, privacy and security, consumer protection, 
and automation-related job losses continue to play leading and critical roles in the 
Canadian public discourse on AI.  
 
 

Engaging on AI in Canada: conversations and key insights 
 
Canada has developed world-class AI expertise through early and sustained investments 
in talent, education, and research, including through the Pan-Canadian Artificial 
Intelligence Strategy which launched in 2017. The Government of Canada also launched 
the Advisory Council on Artificial Intelligence (the Council) in 2019, with a mandate to 
identify opportunities for economic growth while promoting an ethical approach to AI 
grounded in human rights, transparency, and openness. Recognizing the importance of 
engaging people in Canada in dialogue on the opportunities, risks, and challenges of 
broader AI adoption, the Council launched the Public Awareness Working Group (the 
Working Group) in 2020 to identify methods and strategies for sustained and effective 
public awareness and engagement on AI.  
 
With a mandate to provide recommendations to the Council, the Working Group 
undertook its research with the goal of listening to, and engaging with, people in Canada 
in a dialogue on AI. The goals of this dialogue were to understand current levels of interest 
and awareness of AI in Canada, understand the public’s perception of the technology and 
its potential applications, and identify initiatives and infrastructure required to support 
sustained and effective public awareness and engagement.  
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To effectively fulfil its mandate, the Working Group developed a three-fold engagement 
process to advance the conversation with people in Canada:  

 
1. A national survey to determine a benchmark level of AI literacy and develop an 

understanding of the hopes and fears held by people in Canada towards AI and AI 
systems; 

2. A series of online workshops aimed at engaging people in Canada, including 
youth, from across the country on the responsible development of AI through the 
discussion of hypothetical use cases; and, 

3. A report for the Council that provides recommendations for the Government of 
Canada to effectively engage with people in Canada on AI on an ongoing and 
sustained basis.  

 
 
Understanding perceptions of AI: engaging with the people 
of Canada 
 
In November 2020, the Working Group launched an online survey developed with the 
assistance of Nanos Research. The survey engaged more than 1,200 Canadians drawn 
from a non-probability panel on three key themes: 1) assessing AI literacy; 2) identifying 
areas of AI hope or optimism; and 3) identifying areas of AI fear or concern. Later, in 
the spring of 2021, the Working Group rolled out the ‘Open Dialogue: Artificial Intelligence 
in Canada’, a series of 19 virtual workshops delivered in both French and English. 
Launched in partnership with the Canadian Institute for Advanced Research (CIFAR) and 
Algora Lab at the University of Montréal, these pan-Canadian workshops engaged 437 
adults and youth across Canada, including 149 secondary school students, to share their 
views and advice on AI adoption through the discussion of a variety of prospective use 
cases.  
 
The results of the survey and the online workshops were illuminating. Broadly, self-
reported AI literacy was high among survey and workshop participants, with survey 
respondents reporting their knowledge was primarily gained from online sources and 
news media as opposed to traditional educational sources (i.e., schools, work 
training/upskilling programs, etc.). Participants in the deliberations noted the need to 
consider the growth of AI literacy in two separate but complementary realms, urging that 
AI awareness initiatives must consider not only the fundamentals of AI systems, but also 
the additional awareness to engage on the social, economical, ethical, and political 
elements of AI.  
 
Likewise, the perception of AI and its impacts was also a key factor to consider in the 
development of awareness campaigns. Although sample populations were largely 
positive about the perceived social benefits of AI across both the national survey and the 
workshops, this sentiment changed with context. Respondents often moderated their 
optimism when they were challenged to transition their thinking from generalized 
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application concepts towards personal or familiar assessments of AI systems, across 
such realms as policing, justice, and health.  
 
Finally, the survey and workshops revealed the common theme that most participants 
were greatly in favour of enhancing and expanding education opportunities on AI, 
particularly those that teach responsible usage and critical assessment. Participants 
highlighted a range of potential actions to provide AI-related education opportunities, 
including social and traditional media campaigns as well as curated and trustworthy AI 
educational learning opportunities.` 

 
“AI awareness initiatives must consider not only the fundamentals of AI systems, 
but also the additional awareness to engage on the social, economical, ethical, 
and political elements of AI.” 
 
In arriving at these results and observations, the Working Group acknowledges the 
presence of various limitations in the first two tracks of research. For example, given that 
the Open Dialogue workshops were open to the public without screening criteria in place, 
the Working Group found that the self-selected participants typically had university-level 
education at a rate that exceeded the general population of Canada.  
 

 
 
Figure 1. Comparison of the highest level of educational attainment reported by participants in the general 
population sessions of the Open Dialogue: Artificial Intelligence in Canada workshops to the results of the 
2016 Canadian Census.4 

 
4 Statistics Canada. 2016 Census of Canada Census Highest level of educational attainment (general) by selected 
age groups 25 to 64, both sexes, % distribution 2016, Canada, provinces and territories, 2016 Census – 25% Sample 
data, 2016 Census. Catalogue number 98-304-X in Statistics Canada [database online]. Ottawa, Ont., 2017 
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Furthermore, and by nature of their participation, workshop participants were able to 
contribute several hours of their time to these online consultations. In the survey, targeted 
population sampling—which would include ensuring sufficient sampling to report on 
ethnocultural and generational diversity, Indigenous peoples, and persons with 
disabilities—and non-web methods such as telephone survey delivery were beyond the 
resources and scope of this initial effort of the Working Group, although targeted 
engagement remains an area the Working Group is pursuing. This resulted in the data 
collected being limited to gender, age (over 18 due to constraints of the vendor) and 
geographic representativeness due to insufficient response numbers from other 
demographic categories.  
 
As a result, the Working Group notes future consultations must include more focused and 
deliberate outreach to under-consulted populations, including those most likely to be 
affected by AI technologies and systems. The lack of representation by these populations 
is a significant limitation of the Working Group’s findings. The Working Group requested 
and received Council approval to continue their AI awareness work using a long-term and 
inclusive approach, that would specifically target participation from marginalized, under-
represented, under-consulted, and Indigenous communities.  
 
Recognizing these stated limitations, the Working Group has arrived at a series of 
recommendations that it believes will ground the discourse in Canada in a measured 
understanding of AI technology, its potential uses and its associated risks, and how 
engagement and dialogue with people across Canada must be central to the future 
development and deployment of responsible AI in Canada.  

 
 
An ongoing dialogue: recommendations for increasing AI 
awareness and engagement in Canada 
 
Broadly, these recommendations would first urge the Government of Canada to take a 
leadership role in the creation, curation, and dissemination of AI resources for the express 
benefit of all people in Canada to improve their understanding of AI systems. Specifically, 
the Working Group believes this can be accomplished through: 
 

1. Creating a national AI Community of Practice, which would provide an open 
repository of AI dialogue resources and best practices for researchers, 
community leaders, policy makers, and the general public to engage in an 
ongoing dialogue on the responsible and ethical development, use, and 
governance of AI technologies. 
 

 
[accessed August 20 2021]. Available from: https://www12.statcan.gc.ca/census-recensement/2016/dp-pd/hlt-fst/edu-
sco/Table.cfm?Lang=E&T=11&Geo=00&SP=1&view=2&age=2&sex=1 
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2. Leveraging existing initiatives and programs to better promote, benchmark 
and measure AI awareness and provide equal opportunity for access and 
participation in the dialogue. For example, the Government of Canada regularly 
conducts surveys of Canadians on technology-related issues, such as through 
the Canadian Internet Use Survey (CIUS).5 The Government could work to 
ensure that AI literacy and awareness questions are included in future iterations 
of this Survey.  
 

3. Facilitating the creation, endorsement and promotion of a free, online AI 
literacy course designed to increase general technical AI literacy, develop 
informed public opinions about AI and its implications, and empower 
marginalized communities with technological literacy.  
 

4. Engaging people in Canada in meaningful public dialogues to understand 
what applications and uses of AI are in alignment with the public interest and 
goals of the impacted communities. These dialogues would be undertaken with 
the intent to co-develop AI policy that addresses these hopes and fears, builds 
public confidence in the use and governance of the technology, and both enables 
and limits AI deployment, so it aligns with the interests of diverse communities. 
 

5. Launching sustained and government-led public information campaigns 
across traditional and social media to promote the knowledge of and participation 
in resources initiatives such as the AI Awareness Community of Practice and the 
AI literacy course, as well as future public consultations.  
 

6. Funding an Equity, Diversity, Inclusion, and Accessibility strategy for the 
next ten years to support public engagement initiatives to ensure the financial, 
accessibility, and outreach resources are available to enable representation of 
the diversity of peoples in Canada. The dedication of sufficient resource support, 
time, and pre-developed relationships with communities is a critical determinant 
to the ability of future programs and engagement to bridge the gap to achieve the 
necessary inclusion and diversity. 
 

7. Ensuring access to high-speed internet across Canada. This is a key 
determinant in ensuring access to and awareness of AI systems; the Working 
Group encourages Canada to continue and intensify its efforts to bring affordable 
high-speed internet to all people in Canada. 
 

8. Promoting the value and necessity of engagement with citizens as a key 
pillar in advancing the responsible development of AI technologies. This would 
reflect the plurality of knowledge sources in the co-construction, co-creation 
processes that may be used, through platforms and initiatives such as the Global 

 
5 Statistics Canada Government of Canada, “Canadian Internet Use Survey (CIUS),” Surveys and statistical 
programs (Statistics Canada, May 28, 2021), 
https://www23.statcan.gc.ca/imdb/p2SV.pl?Function=getSurvey&SDDS=4432.  
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Partnership on AI, the AI Impact Alliance, the Montréal Declaration on 
Responsible AI, and the partnership between CIFAR and the International 
Development Research Centre (IDRC).  

 
 

Leadership in AI engagement: opportunities for the 
Government of Canada to help build an inclusive digital 
future 
 
The report of the Working Group is a call to action for governments and people in Canada 
alike. The Working Group believes that sustained and long-term engagement and 
dialogue opportunities provided by or delivered on behalf of the Government of Canada 
are critical in advancing the conversation on the hopes, risks, and fears of widespread AI 
technology adoption. The Government of Canada has the resources not only to help drive 
this conversation, but also to widen the discourse through targeted engagement to 
marginalized and under-consulted communities that are likely to be significantly impacted 
by AI systems. Likewise, the Working Group calls on all residents of Canada to engage 
in AI education, awareness and literacy, in order to ensure that AI technologies reflect our 
common values, democratic processes and institutions.  
 
As the Working Group looks ahead to the next phase of its work, we note the importance 
of pursuing our recommendations with a priority focus on integrating a diversity, equity, 
accessibility, and inclusion lens at each stage. Key to this renewed focus is a commitment 
to listening to the needs of Indigenous Peoples and exploring opportunities of co-
development and shared leadership. Through the prioritized development of culturally 
appropriate and relevant resources for Indigenous dialogues on AI, the Working Group 
aims to ensure that the omission of Indigenous consultation is not replicated in work going 
forward, and that future consultations benefit from the inclusion of Indigenous voices and 
knowledge. 
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2. Introduction and Background 
2.1 Introduction 

Artificial intelligence (AI) is expected to affect or transform every sector and industry in 
Canada. AI has the power to help us address some of our country’s most challenging 
problems, from improving healthcare and health outcomes to addressing climate change. 
It will also introduce new sources of job creation and sustainable economic growth. Yet 
many worry that the rapid pace of AI development and adoption is outpacing our ability 
to understand and manage the impact of AI on society and the economy. The increasing 
use of AI has brought a host of new risks and challenges into the spotlight. Around the 
world, citizens are raising questions about AI’s impact on privacy, security, discrimination 
and bias, consumer protection, and more. As the deployment of AI increasingly affects all 
spheres of personal, professional, and social life, it is crucial to expand our ability to 
critically understand, assess, and engage with AI beyond scientists to citizens, users, and 
those in our society most affected by it. 
 
Through early and sustained investments in fundamental research over more than three 
decades, Canada has developed world-leading expertise in machine learning, deep 
learning, and reinforcement learning that has positioned our country to be a global leader 
in its responsible development. In 2017, the Government of Canada secured this position 
with the creation of the Pan-Canadian Artificial Intelligence Strategy (the Strategy), 
supported by a $125 million investment, to sustain and expand the AI research and 
education ecosystem and maintain Canada’s competitive position in this rapidly 
developing field.6 Led by the Canadian Institute for Advanced Research (CIFAR), the 
Strategy aimed initially to attract and retain world-class research talent in AI, drive 
innovation and research collaborations, and enhance Canada’s international profile as a 
destination for financial investment. The Strategy supports a national program of research 
chair positions in AI at three national institutes: the Vector Institute in Toronto; Mila in 
Montréal; and the Alberta Machine Intelligence Institute (Amii) in Edmonton. The Institutes 
conduct world-class research and training activities to attract and develop further talent, 
and act as regional and national hubs for the Canadian AI communities, including the 
industry and innovation communities. Funding also supports research and innovation, led 
by CIFAR, to develop global thought leadership on the economic, ethical, political, and 
legal implications of advances in AI.  
 
In 2021, the Government of Canada pledged to renew and expand the Strategy with an 
additional investment of up to $443.8 million.7 This renewed Strategy would continue 
supporting the attraction and retention of top academic talent, as well as a renewal of 
CIFAR research, training, and knowledge mobilization programs. The additional funding 
would also help support the commercialization of AI innovations and research in Canada, 

 
6 “Pan-Canadian AI Strategy,” Canadian Institute for Advanced Research (CIFAR), December 7, 2020, 
https://cifar.ca/ai/.  
7 Department of Finance Government of Canada, “Budget 2021,” Table of contents | Budget 2021 (Gouvernement du 
Canada, April 19, 2021), https://www.budget.gc.ca/2021/report-rapport/toc-tdm-en.html, section 4.6 Renewing the 
Pan-Canadian Artificial Intelligence Strategy. 
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as well as both provide dedicated computing capacity for researchers at the Institutes and 
advance the development and adoption of AI standards.  
 
Recognizing that success in AI adoption and innovation cannot be achieved through 
investments alone, the Government of Canada launched an Advisory Council on Artificial 
Intelligence (the Council) in 2019. Composed of researchers, academics, and business 
leaders, the Council is mandated to advise the Government of Canada on how best to 
build on Canada’s AI strengths, to identify opportunities to create inclusive and 
sustainable economic growth that benefits all Canadians, and to ensure that AI 
advancements reflect Canadian values. The Government asked the Council to address 
a human-centric approach to AI, grounded in human rights, transparency, and openness, 
with an aim to not only increase trust and accountability in AI, but to also protect our 
democratic values, processes, and institutions. 

In support of this mandate, the Council launched the Public Awareness Working Group 
(the Working Group) in early 2020 with the responsibility of engaging with and listening 
to people in Canada to understand current levels of interest, perceptions around, and 
awareness of AI in Canada, as well as to identify considerations on best practices for 
sustained and effective public awareness and engagement. Recognizing the value of an 
open dialogue with people in Canada, the Working Group was mandated to develop 
inclusive strategies to boost public awareness and foster trust in responsible 
development, use and governance of AI systems, undertake research to understand the 
public’s perception of the technology and its potential applications, and identify initiatives 
and infrastructure required to support sustained and effective public awareness and 
engagement.  

This research conducted by the Working Group serves to support the Advisory Council’s 
mandate – to advise the Government of Canada on how best to build on Canada’s AI 
strengths, identify opportunities to create economic growth that benefits all Canadians 
and ensure that AI advancements reflect Canadian values as set out in Canada’s Digital 
Charter. To establish an evidence-based standard of the current public perception of AI 
and its development, this work supports the goal of grounding the Canadian discourse in 
a measured understanding of the technology, its potential uses, and its associated 
risks.  To that end, the Working Group’s research centred on the examination of three 
main themes: 
  

1)  Assessing AI Literacy: Understand what Canadians know about capabilities, 
limitations and use of AI, its potential, strengths, and limitations; as well as concepts 
such as human design, machine learning, and basic digital literacy. This research 
theme aimed to establish a baseline of participants’ familiarity with AI and allow 
researchers to assess gaps in basic knowledge and identify issues of inclusivity and 
potential barriers to knowledge acquisition. 
 

2)  Identifying Perceptions of Hope and Opportunity related to AI: Identify 
the areas in which Canadians see the greatest potential and benefit from AI 
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technologies for them personally, in their lives and work, and for society.   
 

3) Identifying Areas of Concern, Fear or Challenge related to AI: Identify 
issues and areas of concern or fear Canadians may hold related to AI, including 
privacy, identity, security, and impact on the workforce. 

Through conducting this research, the activities of the Working Group serve to help further 
the Government of Canada’s international and national commitments to advance the 
goals laid out in the Canada-France Statement on Artificial Intelligence: specifically, 
fostering innovation while building trust in digital societies and economies, and promoting 
a human-centric approach to AI grounded in human rights, inclusion, equity, diversity, 
transparency and openness, sustainability, and economic growth.  

 

2.2 Mandate and Purpose  

Recalling the goal of the Working Group to explore and recommend mechanisms to boost 
public awareness and foster trust in AI, the scope of the Working Group was limited to 
three key areas: 

1. Develop regional approaches for engaging the public, provinces, territories, 
and municipalities, with consultations launched in early 2021. 

2. Conduct a dialogue with people living in Canada to identify opportunities and 
risks of deploying AI technologies (e.g., perceived intention; responsible use 
grounded in ethical principles and human rights; data protection; adapting to 
increased automation). 

3. Provide a report on engagement activities and recommend opportunities for 
sustained public engagement by summer 2021. 

Members of the Working Group were guided by this scope, with the inherent 
understanding of the need to involve people in Canada comprehensively and purposefully 
in defining the future for the responsible use of AI. From its initial discussions, the Working 
Group acknowledged that comprehensive engagement necessarily requires reflecting the 
diversity of Canada in the people consulted and included in the research. While this 
broader engagement was not realized in this stage of research due to barriers and 
limitations that are discussed in greater detail within the findings, the commitment to this 
goal and the need for future engagements to achieve this standard is reflected within the 
recommendations. Through its extended mandate, the Working Group plans to advance 
work identified in these recommendations to engage specifically with marginalized, under-
represented, under-consulted, and Indigenous communities.  

Given the deployment of AI is expected to affect all who live in Canada, the Working 
Group realized the essential need to understand the present levels of AI literacy among 
citizens to design programming that would support informing and aiding citizens to better 
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understand AI development and capabilities. The Working Group recognized the need 
not only to build AI literacy, but also develop the relationship between governments and 
citizens on AI. Simply put, for the Working Group to pursue building trust in the 
development of responsible AI, this technology and its applications must be subjected to 
democratic scrutiny, debate, and control to ensure that discussions on AI technologies 
and its impacts are accessible, and that the communities most likely to be impacted by AI 
are engaged in the conversation.  

2.3 Working Group Activities  

Following a transition in the Working Group’s anticipated launch activities due to the 
COVID-19 pandemic, the Working Group met throughout the month of June 2020 to 
develop and propose a three-fold engagement process to the Council in July 2020: 

1. Launch a national survey to capture and assess the level of AI literacy alongside 
the feelings and interest of people in Canada towards AI and AI systems;  

2. Launch a series of online workshops aimed at engaging people in Canada—
including youth—from across the country on the responsible development of AI 
through the discussion of hypothetical use cases; and, 

3. Produce a final report for the Council that provides a roadmap for the 
Government of Canada to effectively engage with the Canadian public on AI on 
an ongoing and sustained basis.  

 

 

 

 

 

 

 

 

Figure 2. Timeline of fieldwork for the research conducted by the Public Awareness Working Group 

In fulfillment of this work, the Public Awareness Working Group met throughout the 
summer 2020 and initially developed a draft proposal for an online survey. The survey 
questions followed three themes: assessing AI literacy amongst the Canadian public; 
identifying areas of AI hope or optimism; and identifying areas of AI fear or concern. The 
first theme of AI literacy was proposed with the objective to understand familiarity with AI 
in Canada, including its uses and impacts. The intent of the latter two themes was to 
determine topics for the workshops to focus on, with the rationale that the most significant 
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value will be derived from workshops that centre around use cases of AI adoption that 
are not already areas of widespread consensus, or of little perceived impact. 

Following the development of the initial draft, Nanos Research was retained by 
Innovation, Science and Economic Development Canada (ISED) to execute the survey. 
In November 2020, Nanos launched a national, bilingual online survey to over 1,200 adult 
Canadians drawn from a non-probability panel.  

Informed by the results from the national survey, the Working Group, in partnership with 
CIFAR and Algora Lab (University of Montréal), launched a series of workshops titled 
Open Dialogue: Artificial Intelligence in Canada. The Open Dialogue sessions invited 
Canadians to share their views on the perceptions, opportunities, and challenges of AI 
development through a series of pan-Canadian virtual workshops held through March to 
May of 2021. Taking an approach informed by the Montréal Declaration for a Responsible 
Development of Artificial Intelligence and the Open Dialogue on AI Ethics, the workshops 
included facilitated discussions, by trained university students who served as notetakers 
and facilitators, based on specific AI use case scenarios. Participants were invited to 
consider and discuss the ethical dilemmas posed by hypothetical AI applications. Over 
the course of the virtual workshops, the Working Group engaged with 437 Canadians 
across the country in virtual sessions where participants were invited to consider and 
discuss the ethical dilemmas posed by AI applications through exploring specific AI use 
case scenarios. As a part of this engagement, the Working Group also hosted dedicated 
youth workshops, which engaged 149 secondary school students, who shared their views 
and guidance on ethical AI development. 
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3. Research Findings  
The research was designed with the goal of providing recommendations for 
comprehensive and meaningful engagement strategies that would enable the 
Government of Canada to further engage with the Canadian public on the responsible 
and ethical development of AI. Public awareness in this context is not limited to AI literacy 
development exercises, but also constitutes improving the relationship between 
government and citizens around AI, with an aim to engage citizens to provide meaningful 
contributions to the development and governance of AI systems. To this end, the Working 
Group’s research explored three key areas of interest. First, it was essential to establish 
a baseline of the level of AI literacy amongst people in Canada in order to contextualize 
their perceptions of the technology and the outlook on the potential applications. Second, 
as comprehension of the technology is only one facet of understanding how the Canadian 
public thinks and feels about AI, the Working Group sought to understand the 
perceptions of the technology and its potential impact on various parts of life in 
Canada. Finally, in informing a long-term AI engagement strategy that reflects the needs 
of the public, the research sought to gauge the current appetite amongst people in 
Canada to engage more on understanding this technology, and the specific AI topics or 
themes that resonate with Canadians and provide the most significant opportunities for 
further engagement.  

The following findings provide an analysis of the collective results gathered from both the 
national survey and public deliberations research conducted by the Working Group, but 
by no means reflect the totality of the rich and diverse insights that were collected, which 
span topics beyond literacy and awareness to include issues of regulation, skills and 
talent development, as well as the identification of the key ethical dilemmas posed by this 
emerging technology. In acknowledgement of the value of these contributions that fall 
beyond the scope of the Working Group’s mandate, readers are encouraged to 
additionally engage with the full reports of each research project’s findings via web links 
provided here: 

Views of Canadians on Artificial Intelligence (2020) 

Open Dialogue: Artificial Intelligence in Canada (2021)  

While a detailed discussion of the barriers and limitations faced during the research 
conducted in community engagement will be expanded upon below, it is important to 
acknowledge the challenges faced in collecting insights from a population that reflects 
those who reside in Canada. Though it is true that the COVID-19 pandemic resulted in its 
own unique set of barriers, such as the inability to gather in person, the pandemic also 
brought into a striking relief the pre-existing barriers to engagement and the fragility of 
access to programs, initiatives, and services that exists for many communities across 
Canada. For these reasons, we will refer to the sample populations as “respondents” and 
“participants” respectively when discussing the insights derived from the National Survey 
and Open Dialogue consultations, so as not to imply their experiences are universal to all 
peoples in Canada. Although these findings were collected and developed in a limited 
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context, they provide a basis for future engagement and dialogue that benefit from the 
lessons learned during this research. 

 

3.1 AI Literacy 

3.1.1 Profile of AI Literacy in Canada: National Survey Respondents 

In assessing the population’s technical knowledge, it was critical to the Working Group 
that the survey questions were designed with appropriate language to avoid the conflation 
of technical knowledge with a normative assessment of the validity of respondents' 
perceptions of the technology's future impacts. Reflecting this objective, the survey 
involved both an initial self-assessment of respondents' familiarity with AI before providing 
a simple, plain-language definition of AI for the respondents to reference when completing 
knowledge-based questions to determine demonstrated familiarity with the technology. 

In terms of self-reported AI Literacy, nearly three-quarters of respondents identified 
themselves as familiar to somewhat familiar with AI. When asked to rate their familiarity 
with AI on a scale of familiar to not familiar, self-reported familiarity was highest amongst 
men (79.6%), younger individuals aged 18-34 (80.4%), and residents of Ontario (81.2%). 
Amongst assessed demographics, respondents from Quebec reported the lowest 
familiarity, with 55.3% identifying themselves as familiar or somewhat familiar with AI.  

  

Chapter Outline 
3.1 AI Literacy 
 3.1.1 Profile of AI Literacy in Canada: National Survey Respondents 
 3.1.2 Literacy Gaps and Non-standardized Knowledge Sources 
3.2 Perceptions of AI: Where are the opportunities and sources of optimism? What are the concerns 
and challenges?   
 3.2.1 General perception of AI 
 3.2.2 Perception of impact and value of AI by sector 
 3.2.3 “Human-in-the-loop” and other confidence-building measures 
3.3 Looking Ahead—How much more do people in Canada want to know about AI?      
3.4 Barriers to Engagement: Who we did (and did not) hear from 
 3.4.1 Survey demographics 
 3.4.2 Open Dialogue Demographics 

3.4.3 Barriers to engagement faced in our consultation 
3.4.4 A word on local approaches to AI awareness initiatives 
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Self-Identified Familiarity with AI 

 

Figure 3. Respondent identification of their level of familiarity with AI prior to the survey (Q. Are you 
familiar, somewhat familiar, somewhat not familiar or not familiar with AI?) 

With approximately 71% of respondents self-reporting some level of familiarity with AI, 
this result stands in stark contrast to the results collected by Deloitte in their 2019 report, 
“Canada’s AI imperative - Overcoming risks, building trust” where only 4 percent of 
Canadians felt confident about explaining what AI is and how it works.8 However, this 
discrepancy may reflect the gap in knowledge about AI from a technical perspective rather 
than a general, contextual understanding of AI informed through respondent 
engagements within their daily lives. Simply, while the general public may not feel 
confident explaining how Artificial Intelligence Systems (AIS) make decisions, they are 
increasingly aware of the ways in which AIS are being used are being reported upon in 
the media. 

Promisingly, the self-assessed familiarity reflects a growing knowledge of AI and its 
capabilities. On average, when answering questions designed to explore the accuracy of 
respondent’s knowledge around the current state of AI technologies, respondents were 
successful at correctly identifying whether AI can perform a task for 7 of 11 tested 
capabilities, such as: 

 

 
8 omnia AI, “Canada’s AI Imperative Overcoming Risks, Building Trust” (Deloitte, 2019), 
https://www2.deloitte.com/content/dam/Deloitte/ca/Documents/deloitte-analytics/ca-overcoming-risks-building-trust-
aoda-en.pdf?location=top, 11. 

 Learn from data to increase 
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 Play games 
 Interpret images 
 Replace humans doing dangerous 
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 Help solve business problems 
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settings 
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Furthermore, respondents were also able to correctly distinguish whether a technology 
uses AI an average of 4.2 out of 6 times amongst the list of common AI-enabled 
technologies such as virtual assistants, predictive search terms, recommender systems, 
and email spam filters. 
 

Identification of AI-Enabled Technologies 

 

Figure 4. Respondent identification of whether listed technologies use AI (Q. Which of the following 
technologies use AI? (Check all that apply) 

In diving deeper into respondents' understanding of what AI can and cannot do at this 
time, respondents were tasked to examine a series of problem-types and indicate whether 
they believed the problem is one where AI does a very good, good, average, poor, or very 
poor job. Respondents again performed well on this assessment, with most (66.2%) 
correctly rating the ability of AI to recognize the differences between images as very good 
or good, while rating AI’s ability to make ethical decisions in a particular context the lowest 
(39.3% scoring this competency as poor or very poor). However, many respondents 
responded less accurately on whether or not AI could identify the influence of human bias. 
Only 25% of respondents correctly identified AI’s capability of identifying human bias as 
very poor or poor, with 28% of responses selecting the AI’s ability to do so as being very 
good or good. This may stem from a lack of clarity surrounding the use and definition of 
the term bias, the source of the bias, and/or the task the respondent is assuming the AI 
is completing. For example, popular reporting has identified AI as a solution to mitigating 
bias in job candidate assessments, which may create a misconception or confusion 
around AI mitigating bias instead of identifying it. 
 
Overall, respondents demonstrated the least confidence in assessing the role and 
operationalization of ethics as it relates to the use and development of AI technologies. 
When provided with the prompt, “people who develop AI do so in an ethical manner”, 
though 48% of respondents agreed or strongly agreed with this statement, 29% identified 
that they were unsure. This gap in confidence with assessing questions of ethics is further 
reinforced when comparing the results to the prompt, “Computers can be programmed to 
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make ethical decisions”. When asked to assess their level of agreement with a series of 
statements on the capabilities of AI, 42% of respondents agreed, with 38% responding 
negatively and and 19% unsure. 

Agreement with statements related to AI 
 

 
 
Figure 5. Respondents identified level of agreement with various statement assessing AI’s capabilities or 
design (Q. Do you agree, somewhat agree, somewhat disagree or disagree with each of the following?)  
 
Of the six prompts assessing the veracity of statements about AI’s capabilities, the two 
examples referring to ethics produced the highest proportion of “unsure” responses, as 
well as the most moderate splits between proportion of respondents rating the statements 
positively versus negatively. This may reflect a gap in the popular literacy around ethics 
and how to define/assess ethics as it pertains to AI development and applications. 

 
Prompt: People who develop AI do so in an ethical manner. 
 

 
 
 
 
Prompt: Computers can be programmed to make ethical decisions 
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Figure 6. comparative breakdown across assessed demographics of agreement with the prompting 
statements “people who develop AI do so in an ethical manner” and “computers can be programmed to 
make ethical decisions” 
 
Yet, when comparing consolidated response averages—and average responses across 
the demographic breakdowns by age, region and gender—respondents on average 
placed greater confidence in the human developers of AI to act ethically than they did in 
the ability for computers to make ethical decisions. This gap was most pronounced 
amongst residents of Saskatchewan and Manitoba, women, and those aged 18-34 years. 
We will see this greater confidence being correlated with an increased role for human 
involvement and oversight discussed in section 3.2 when evaluating the perceptions of 
AIS.  
 

3.1.2 Literacy Gaps and Non-standardized Knowledge Sources 

With over two-thirds of respondents recording themselves as familiar with AI, the natural 
question becomes—where did they learn about it? As part of the effort to understand the 
degree of knowledge people in Canada already have around AI, it is equally as important 
to know their sources of information in order to identify opportunities for future literacy 
and education. For those who reported that they were familiar or somewhat familiar with 
AI, they were asked to provide open-ended feedback to identify where they received their 
initial exposure to learning about AI.  Reflecting a more informal array of sources, 
respondents most frequently say they heard of AI through the news (20.7%), internet 
(19.5%), and television/documentary programming (13.3%), with only 4.9% and 4.6% of 
respondents reporting having heard of AI through school or work respectively. 

This result raises two critical implications: first, a striking deficit in exposure to AI in more 
traditional education/training sources; and second, the potential susceptibility of the public 
to misinformation due to the lack of formal and standardized distribution of accurate 
information on AI systems (AIS) and their applications. Given the prevalence of AIS in 
many aspects of everyday life, a new type of digital divide is emerging, characterized by 
those who know how to use and take advantage of AIS, and those who do not. The 
development of AI literacy is increasingly going to be determined by equity of access and 
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participation within both professional and public life in Canada.9 Furthermore, as non-
traditional media sources— namely social media platforms, with over half of Canadian’s 
surveyed in the 2021 Reuters Institute Digital News Report reporting getting their news 
from social media10 — grow their influence on public discourse, there are increasing 
concerns about the level of misuse and propagation of disinformation. Put simply—while 
current survey data indicates that these non-traditional media have not produced a 
significant degree of inaccurate understandings of AI and its abilities — the importance 
of AI literacy to the ability of individuals to participate equally in the economy and society 
of the future requires a more purposeful and systematic effort to ensure that the Canadian 
public is receiving accurate information. Providing people in Canada with trusted and 
reliable resources of information on AIS will assist in continuing to move Canada’s AI 
literacy rates along a positive trajectory.  

The concern over a gap in organized AI literacy education was reflected amongst 
participants in the ‘Open Dialogue: Artificial Intelligence in Canada’ workshops. Across 
the 19 national workshops, participants consistently felt that overall, the public lacks 
sufficient knowledge and accurate information about AI technologies—a lack of 
knowledge which ultimately leads to increased social risks of the technologies as the 
public is limited in their ability to effectively use, engage with, and critically evaluate AIS. 
Interestingly, when asked to further define what they perceive to be an adequate 
awareness of AI, participants described two dimensions: basic knowledge of AI 
technology, and awareness of how to engage in critical, ethical, and political elements of 
AI.  Participants emphasized that “AI awareness” must include providing the public with 
a better understanding of how AI systems function, as well as additional context of AI 
institutional deployment or commercialization. Many shared that a better understanding 
of AI is a necessary and empowering condition that enables citizens to engage in informed 
discussion and decision-making about the responsible use and development of AI, 
reaffirming the link between knowledge and autonomy, as well as information and 
consent. Recalling the gap in comfort with assessing questions of ethics observed 
amongst survey respondents, the issue of insufficient education on the social, political, 
and ethical considerations of AI is as critical of a barrier to the potential user of AIS as a 
lack of technical understanding. 

Participants recognized that learning about AI must begin early. There was a broadly 
shared opinion that people in Canada should be educated from an early age about how 
these AI systems can work, so that the next generation of citizens can make informed 
decisions. The degree to which participants and survey respondents emphasized the 
value of engaging with AI literacy at all ages will be explored in greater detail in section 
3.3, which will provide an overview of the appetite amongst the Canadian public for more 
AI literacy learning opportunities.  

 
9 Michael Ridley and Danica Pawlick-Potts, “Algorithmic Literacy and the Role for Libraries,” Information Technology 
and Libraries 40, no. 2 (2021), https://doi.org/10.6017/ital.v40i2.12963, 1.  
10 Nic Newman et al., “Reuters Institute Digital News Report 2021- 10th Ed.” (Reuters Institute, n.d.), 
https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2021-06/Digital_News_Report_2021_FINAL.pdf, 119. 
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3.2 Perceptions of AI: Where are the opportunities and sources of 
optimism? What are the concerns and challenges?         

Despite high self-reporting of AI literacy levels amongst those surveyed, the rapid pace 
of AI technology growth and sophistication, along with the pervasiveness of media stories 
on large companies and governments misusing AI technology, risk contributing to a public 
perception that AI is inherently harmful or concerning. Likewise, the proliferation of articles 
and news features promising that AI will “change the world” and offering tech-based 
solutions to seemingly all of modern society’s most intractable problems — such as 
climate change — risks creating “techno-optimism”, or the belief that the progress of 
technological development can and will be used for the betterment of humankind. Such 
techno-optimism could similarly sway public opinion towards less critical evaluations of 
these tools. To take full advantage of AI’s potential benefits, understanding the current 
perceptions of AI amongst the people in Canada is key to building stable and qualified 
public trust in the governance and responsible use and development of AIS. The following 
section presents the survey respondents’ perceptions of AI and how it will impact their 
daily lives overall and across multiple sectors, conditions upon which the adoption of AI 
technologies would be considered more trustworthy, and recommendations made by 
participants of the Open Dialogues to moderate the pull towards techno-optimism or 
techno-pessimism.   
 
 
3.2.1 General perception of AI 
 
Reporting on how they perceive the impact of AI overall, respondents to the national 
survey were nearly seven times more likely to say they believed the impact of AI on 
Canada will be very positive rather than very negative, and four times more likely to say 
that the impact on themselves will be very positive rather than very negative. Overall, 
amongst the demographics of age, gender, and geography, respondents who were 
residents of Saskatchewan and Manitoba, women, and older Canadians gave marginally 

3.1 Key takeaways 
 

 Nearly three-quarters of survey respondents reported some familiarity with AI, particularly 
men, individuals aged 18-34, and residents of Ontario. Respondents were, on average, 
capable of correctly assessing 7 out of 11 capabilities of AI, and were able to distinguish 
whether a technology uses AI 4.2 out of 6 times. 

 A high percentage of survey respondents felt unsure about the ethics of AI, with 29% unsure 
of whether “people who develop AI do so in an ethical manner” and 19% unsure if “computers 
can be programmed to make ethical decisions.” 

 Respondents familiar with AI were more likely to have heard of AI through non-traditional 
sources, such as the internet or television, than through school or work. 

 Workshop participants emphasized that AI literacy must include both technical knowledge and 
an awareness of how to engage in critical, ethical, and political elements of AI. 
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lower positivity ratings to the impact of AI on them personally. Of these groups, only 
residents of Saskatchewan and Manitoba are less likely to rate the impact of AI on 
Canada as positive. Overall, however, these deviations between the lower scoring 
demographics and the mean rating were by a point or less a 10-point scale, resulting in 
an optimistic recorded outlook when considering the net impact of AI.  
 

Yet this optimism around the potential of AIS is not isolated to the more generalized line 
of inquiry presented in the survey’s framing. In a post-deliberation survey conducted 
following the Open Dialogue public workshops, 74% of participants recorded that they 
thought the social benefits of AI were significant, while only 8% disagreed. Similarly, when 
asked whether they believed the development of AI was generally worrying, 49% of 
participants disagreed, while 24% and 26% agreed or had no opinion respectively.  
 

Figure 7. Distributions of the post-deliberation survey (Q1 + Q2) results for the general public workshops  
of the ‘Open Dialogue: Artificial Intelligence in Canada’ workshop series. 
  
 
However, demonstrating how tenuous this current positive perception may be, only 42% 
of participants identified themselves as believing the social benefits of AI outweigh the 
negative effects, with 17% holding the opposite view and 41% having no opinion. This 
proportion of overall participants who did not have a strong opinion one way or another 
presents a population that is potentially more susceptible to breaking towards a more 
positive or negative view in the wake of a public scandal or otherwise major incident 
involving AI. One important caveat to these findings, however, is that the pre- and post-
deliberation survey results were collected from all participants as a single aggregate 
sample, rather than separating them by the use case that they deliberated. As such, 
depending on the nature of the AIS presented in the deliberation, participants may have 
assessed the questions more critically or positively based on their particular use case 
rather than responding to their assessment of AI in general. Several participants also 
raised issues with the question’s validity as they felt that their answers were dependent 
on whether or not certain regulations or other governance measures were implemented, 
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would have been different depending on the type of AIS they were assessing, and pre-
emptively assumed that all participants felt that AI should be adopted at all. 

 
Figure 8. Distributions of the post-deliberation survey results (Q4) for the general public workshops of the 
‘Open Dialogue: Artificial Intelligence in Canada’ workshop series. 

 
3.2.2 Perception of impact and value of AI by sector 
 
Across the national survey and Open Dialogue workshops, as discussions transitioned 
from abstract assessment towards more personal or familiar assessments of AIS usage, 
respondents became more moderate in their optimism on AI impacts. This moderation is 
largely unsurprising as it is easier to reflect upon and critically evaluate subjects that are 
smaller, more familiar, or more clearly defined. In fact, this is in part the rationale behind 
the use of prospective AI use-case scenarios in the Open Dialogue deliberations, to allow 
the participants a foundation upon which to build their assessment of the ethical dilemmas 
posed by particular applications. 

 
When narrowing the focus of respondents' assessments on the perceived sector-specific 
impacts of AI, there were nuances in the perception of AI technologies based on the 
economic sector or realm within the respondent’s life in which the AIS would operate. 
Specifically, respondents most frequently predicted that they see AI having a positive net 
impact within the manufacturing, transportation and banking sectors, with the lowest 

3.2.1 Key takeaways 
 

 Survey respondents were generally optimistic about the impact of AI on Canada and 
themselves. 74% of workshop participants reported a belief that the social benefits of AI are 
significant. 

 Framing of AI in different contexts may impact the public’s perception of AI, as only 42% of 
workshop participants reported beliefs that the social benefits of AI will outweigh the negative 
effects. 
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positive impact scores being recorded for the arts and culture and law enforcement 
sectors.  

Impact of AI on life in Canada by Sector in the next five years 

 

Figure 8. Distribution of respondents scoring of their perceived impact that AI will have in various sectors 
of the Canadian economy (Q. On a scale from 0, very negative to 10, very positive, how would you rate the 
impact of AI on the following in the next five years?) 

When asked to evaluate the same sectors based on how concerned the respondent is 
about the negative impacts of AI in this space, respondents most frequently expressed 
concern about the impact of AI on law enforcement and the labour force sectors, with 
most frequently saying they are not concerned about the impact of AI on arts and culture, 
agriculture and manufacturing sectors. 

Concern about outcomes of AI on aspects of life in Canada 
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Figure 10. Distribution of respondents scoring of their level of concern about the impact that AI will have in 
various sectors of the Canadian economy (Q. On a scale from 0, not at all concerned to 10, very concerned, 
how would you rate your concern about the possible negative outcomes from the use of AI in the following 
aspects of life in Canada?) 

When asked about their optimism around future AI applications or uses, survey 
respondents most frequently said they are hopeful that AI will make life easier by 
improving productivity and reducing errors, followed by generating improvements in the 
medical field and health. To a similar open-ended prompt regarding areas of concern, 
respondents identified that they are most concerned about job loss and AI replacing 
humans, followed by privacy, security, and hacking, and losing control of the AI or 
malfunction of the AIS. Reflecting these concerns, the survey respondents also most 
frequently identified governments and academic institutions as the actors who should take 
the lead on developing AI solutions, with over half ranking these two institutions as their 
first choice.  

Although the survey did not parse in greater detail the rationale behind respondents' 
selection of government and academic institutions as their AI provider of preference, the 
results of the Open Dialogue workshops indicate that this finding is motivated significantly 
by the perceived severity of the risks posed by certain AIS. Depending on the nature of 
the risks considered, and the intensity and permanency of the potential harm, Open 
Dialogue participants reflected a desire for the Government of Canada to adopt a form of 
precautionary principle in the case of high-risk AIS that pose serious risk of physical and 
psychological damage, or cause harm to individuals and groups through deprivation of 
certain fundamental rights. 
 

The Precautionary Principle 
Formulations of the precautionary principle can be divided into two major groups: argumentative and prescriptive 
versions of the principle. 
  
An argumentative version of the precautionary principle is centred around what kinds of arguments are 
admissible in decision-making. They do not describe what actions should be taken, but rather define what 
arguments are acceptable to evoke an action (or inaction). (Sandin, Peterson, and others 2002) 
  
Prescriptive versions of the precautionary principle prescribe actions with most prescriptive versions of the 
precautionary principle sharing four common components [Sandin, 1999]. Consider the following possible 
formulation of the precautionary principle: It is mandatory to limit, regulate, or prevent potentially dangerous 
technologies even before scientific proof is established. 
We find four different components in this formulation, namely: 

1. the threat component, expressed in the phrase “potentially dangerous technologies”; 
2. the uncertainty component, expressed in the phrase “even before scientific proof is established”; 
3. the action component, expressed in the phrase “to limit, regulate, or prevent”; 
4. the prescription component, expressed in the phrase “is mandatory”. 

 
The first two of these can be summarized as the trigger of the precautionary principle, whereas the last two 
constitute the precautionary response [Ahteensuu, 2008]. The uncertainty dimension ensures that action is 
triggered even in the absence of full scientific evidence. It is the most characteristic part of the principle. It is what 
distinguishes the precautionary principle from other principles or argumentation forms for protection. 
 
Sven Ove Hansson, in Philosophy of Technology and Engineering Sciences, 2009, accessed at: 
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/precautionary-principle 
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Mirroring the concerns registered in the national survey, law enforcement applications 
were the most significant concern to participants who—across the nine discussion 
sessions that addressed this theme—unanimously called for strict control of AIS for mass 
surveillance and prediction of criminal behaviour, reinforced the necessity that decisions 
in this sector be made by humans, and in some cases went as far as to suggest their 
complete ban.  

Beyond the unanimity of the suggested response to a particular application (i.e. use of AI 
for mass surveillance and predictive justice), common ethical concerns were observed 
across all use-case themes—healthcare, education, predictive justice, administrative 
services, etc.—that demonstrate the types of concerns that are front of mind for people 
in Canada when it comes to AI. Perhaps unsurprisingly given the nature of the technology 
and its potential applications, Open Dialogue participants identified bias and 
discrimination—including concerns raised around inclusion/exclusion and preserving 
diversity—as key ethical issues in use cases that spanned all sectors included in the 
workshops. Similarly, privacy, data protection, transparency and explainability were 
elevated as a key concern in nearly all use case themes. One important caveat to note 
however is that these findings are limited to what participants identified as their top three 
ethical issues in their deliberations, consequently, these themes may have been 
discussed as universally as bias and discrimination but were de-prioritized relative to 
other concerns in one way or another. 
 

 
Naturally, the deliberation on topics within certain use cases identified unique ethical 
issues, such as animal welfare in the groups discussing the use of AI in slaughterhouse 
optimization or the importance of human creativity that emerged from deliberations on the 
“Human Art and Robot Artist” use case. While the ubiquity of certain ethical issues create 
a clear message of the importance of adequately addressing these concerns through 
future regulation or other protective measures, the identification of application-specific 
concerns emphasizes the value of encouraging public consultation and deliberation as a 
standard practice across all sectors. 
 

Insights from the Youth Deliberations- Bias and Discrimination in Healthcare 
While deliberating on the Portable Medical Laboratory use case, one of the youth workshop  
participants highlighted that inequality of access to the technology would lead to discrimination on a 
geographical basis, specifically a global North and South division. They also mentioned other types of 
discrimination such as favoring people with implanted microchips, a point that was also highlighted by 
participants in general public sessions. One participant said:   

“The public discourse can be ‘why are you not doing this for the benefit of all of us?’ What 
does it say about you if you opt out of the program, or cannot access it? Does this further 
marginalize people?”  

Young participants also worried about discrimination on the basis of what would be found in the 
health data, such as cannabis consumption in blood tests, which bridged into co-related concerns 
regarding user data privacy and security. 
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3.2.3 “Human-in-the-loop” and other confidence-building measures 

The intensity of the rejection of certain AI applications, however, does not mean that 
participants in the Open Dialogue did not also perceive or envision the potential benefits 
it can bring to Canada. The results of the post-deliberation survey, which was provided to 
Open Dialogue participants following the completion of their deliberation sessions, 
demonstrated a qualified optimism in the technology, or rather the institutions and 
organizations that govern, develop, and deploy AI, on the condition that they are properly 
regulated. Although the notion of regulation is undefined, 71% of participants believe that 
AI can be trusted if it is regulated by public authorities to an extent appropriate for the 
risk-level of the application. 

 

Figure 11. Distributions of the post-deliberation survey results (Q6) for the general public workshops of the 
‘Open Dialogue: Artificial Intelligence in Canada’ workshop series. 

Even when examining the results of the national survey respondents, despite the 
optimism over the predicted overall impact of AI in Canada, nearly two-thirds of 
respondents believe that AI has the potential to cause harm to society. Although the 
survey did not inquire as to the respondents’ opinions on how they would like to see this 
perceived risk mitigated, when asked to reflect on the question of where humans should 
play a role in the development and deployment of AI, a strong majority of Canadians 
say human involvement is required in a variety of aspects related to AI 
development. With approximately nine in ten Canadians thinking that humans have a 
role in all steps of AI development, the results hold consistent across all assessed 
demographics when asked to select between options of human involvement being 
required, not required, or an unsure response. 

This qualified form of trust—based on the requirement of a human being involved at all 
stages of the AI’s development—additionally served as one of the motivations behind the 
Open Dialogue participants questioning of the usefulness or relevance of developing AIS 
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in certain contexts where the public expects human intervention and interaction in the 
case of an undesired outcome. Participants warned specifically against a perceived trend 
towards techno-solutionism in AI: that is, the tendency to seek technical AI solutions to 
complex social and political problems. For example, participants were sceptical about the 
relevance of AI systems in the context of justice and law enforcement. Beyond concerns 
over the accuracy of AI systems, participants feared an overvaluation of AI systems 
capacities and decisions. On one hand, given the rapid adoption of AI amongst law 
enforcement agencies, participants felt there was a rush to use this technology in all areas 
without proper consideration. On the other hand, they considered that when an AI system 
is deployed, people will tend to follow the recommendation of the system rather than their 
own judgment, even if they disagree. Speaking specifically to this point, one participant 
remarked that, “it would be unethical for this tool to be used to make important decisions 
on people’s lives if the decision process and reasoning behind the outcome is not clear 
and understandable by the [body governing the algorithm].” Finally, driving directly to the 
question of the appropriateness of an AIS in this context, participants noted that the AIS 
in the use case did not address the root cause of the problem of criminality, with some 
participants proposing that an AIS focused on optimizing crisis response teams, 
psychological and therapeutic help, or prevention and harm reduction practices should 
be prioritized instead of enhancing policing techniques. 

“Beyond concerns over the accuracy of AI systems, participants feared an 
overvaluation of AI systems capacities and decisions.” 

The suggestion that came out of these discussions was that developers should consider 
the relevance of developing an AIS to help solve a socio-economic problem, and that the 
institutions deploying these solutions should themselves think about whether to fund them 
and prioritize these technical solutions.  Participants often suggested that developers and 
engineers receive ethics training so that ethics are considered at the design stage of the 
AIS, not just at the time of deployment, and that more conscious consideration of the 
needs of the community should be integrated throughout the design and development 
process. This desire for greater engagement with the developers of AIS presents an 
opportunity for knowledge exchange between technical experts and the general public, 
serving both to increase public confidence in the AIS and provide technical teams with a 
more robust understanding of the user needs and requirements—ultimately resulting in 
more successful projects.  

 

3.2.3 Key Takeaways 
 

 71% of workshop participants agree that AI can be trusted if it is regulated by public 
authorities appropriate to its risk level. Nine in ten survey respondents believed that humans 
have a role in all stages of AI development. 

 Workshop participants cautioned against applying AI without considering if it is the best tool 
for the job in complex social and political problems (techno-solutionism), and frequently 
suggested that engineers and developers of AI receive ethics training. 
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3.3 Looking Ahead—How much more do people in Canada want to 
know about AI?         

When considering the growing prominence and importance of AI in the public discourse, 
when prompted, respondents to the national survey overwhelmingly identified an interest 
in learning more about AI. Nearly three-quarters of respondents stated that they were 
at least somewhat interested in learning more about the subject, with men and 
residents of Ontario reporting the highest interest. This disparity, albeit slight, in 
demographic interest in pursuing opportunities to learn about AI is supported by past 
research identifying the role gender plays in shaping perceptions. Research has shown 
that “men are much more likely than women to tinker with and program in-home AI 
devices and that, compared with women, men perceive their tinkering to be more 
successful,”11 suggesting the importance of considering learner interests and identity 
when designing awareness and outreach programs. 

When asked to specify where opportunities for greater AI educational programming 
should be implemented, and what forms this learning should take, Open Dialogue 
participants suggested that the foundations of AI should be taught in primary school, with 
an introduction to building the skills required to be able to identify the social and ethical 
issues of AI introduced in later grade levels. With regards to AI education, respondents 
noted that a fundamental understanding of how the technology works often underpins 

 
11 Duri Long and Brian Magerko, “What Is Ai Literacy? Competencies and Design Considerations,” Proceedings of 
the 2020 CHI Conference on Human Factors in Computing Systems, 2020, 
https://doi.org/10.1145/3313831.3376727, 12. 

Analogies in Software Development: Requirements Gathering Processes 
Participants’ recommendations that developers should engage holistically with communities when developing AIS 
aligns with an existing practice in software engineering known as “requirements gathering” or “requirements 
analysis.” In effect, requirements gathering is the process of generating a list of requirements for a software 
project that will be used as the basis for the formal definition of what the project is. These may include capabilities 
of the software, and operational considerations like security, error management, and legal compliance. 
Requirements are solicited from various stakeholders of a system (such as customers, users, vendors, and IT 
staff), and the process of gathering them is a fundamental component of good software development, as it sets 
clear targets for developers to aim for. These requirements are frequently revised and modified throughout the 
project’s lifecycle. 
 
Standard techniques and practices used in requirements gathering have a clear relationship to the type of expert-
public exchanges described by the Open Dialogue participants. For example, as a part of the process, 
developers may create a use case diagram, including all the imagined steps in a new process. These use cases 
are supported by dialogue with stakeholders through interviews, surveys, user observation, focus groups, and 
workshops.  
 
It is clear that facilitation capabilities for dialogue with the public should already exist in software development 
ecosystems. These processes could be easily adapted to create a more long-lasting, holistic connection to 
communities by expanding the definition of who the stakeholders in AI systems may be and how often their 
feedback is collected 
 
Wiegers, K and J. Beatty, Software Requirements, 3rd ed.(2013) 
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understanding of the potential impacts of the different AI applications—which is the 
knowledge that is critical to being able to evaluate how this technology connects with a 
variety of social and policy issues. 

However, participants were adamant that AI education should not be limited to schools, 
whether primary, secondary, or post-secondary and beyond. Participants were 
unanimous in emphasizing that educating about responsible AI is not only a school or 
workplace issue, but a community issue more broadly, particularly for populations far from 
urban areas and from disadvantaged or marginalized populations in cities. Therefore, for 
Open Dialogue participants to consider an AI literacy and public awareness campaign a 
success, it must support the inclusion of all components of the population living in 
Canada. This proposal for a Canada-wide inclusive awareness campaign was 
consistently made in the workshops and variously incorporated a range of potential 
actions, including:  

1.   Information available on social networks and other more traditional media, similar 
to campaigns regarding environmental protection or public health awareness; 

2.  The development and availability of an online course on the technical and 
operational foundations of AI, as well as the ethical, social, and economic 
challenges of its deployment; and 

3.  A more consistent availability of deliberative consultations as a way to raise 
awareness and educate about AI. 

 

Elements of AI, a model for Canada? 
The goal of the Elements of AI course, developed by the University of Helsinki and the company Reaktor, was 
initially to demystify AI by teaching at least 1% of the European population the basics of AI. The course is 
available online free of charge, and while it was only available in English in its launch phase, it is now available 
in several languages, including French. Elements of AI comprises six chapters covering different dimensions of 
AI-focused digital literacy, including what AI is, how it solves problems, how it can be applied, and the societal 
challenges of its deployment. Online courses are a popular and accessible delivery model for learning 
materials, and Elements of AI has reached people from over 170 countries, with over 700,000 students signed 
up to date. 
  
There are three barriers to dissemination that should be kept in mind when considering its portability to the 
Canadian context: 

1. Even when simplified, the course material remains quite complex for most people. Participants in 
the Open Dialogue repeatedly emphasized the need for AI awareness and education to be accessible 
in plain language.  
2. The course is time-consuming, estimated to take approximately 50 hours to complete. This is a 
deterrent for working people in Canada and those with caregiving responsibilities. 
3. Being a digital course, access to the material requires a stable high-speed internet connection. 
While broadband and cellular access is expanding across the country, residents of many areas still do 
not have reliable connections, preventing their participation in the course. 
 

These barriers show that even though there are numerous benefits to the public offer of an online course,  
important challenges remain that could impact the effectiveness of online educational resources on AI. 
 

Reaktor and University of Helsinki, Elements of AI, accessible online at: https://www.elementsofai.com/. 
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A surprising number of the suggestions made during the Open Dialogue refer to 
consultation with stakeholders and the public, as both an appropriate method of 
governance, and method for promoting a deeper understanding of the responsible 
development and ethical use of AI. This enthusiastic support for deliberative consultation 
is rooted in the democratic ideal of participation in the policy-making process. People in 
Canada demonstrate a strong desire to be consulted prior to the elaboration of public 
policies on AI: partly because of a fear of loss of control in the face of increasing 
automation in administrative processes; and partly because of the principle that those 
impacted by public policy should have a voice. In line with the goals of the Open Dialogue 
workshops, these public consultations should aim to include the widest diversity of 
participants and groups: not just experts or people who already have knowledge, but all 
people impacted by AI deployment. Reasons for including public consultation centre 
around its functionality as a method to identify and address well-founded structural 
concerns, while simultaneously educating participants on alternate perspectives and 
empowering users through a deeper understanding of the impacts of AIS. 

 
But this conviction to design and host more deliberations faces the barrier many public 
consultations encounter—particularly those with a science or technology focus. Without 
prior knowledge, it is difficult to have fruitful exchanges. Without pre-existing knowledge, 
people feel unqualified and exclude themselves, resulting in significantly higher levels of 
experts or already interested parties attending the consultations. This self-exclusion, 
combined with other systemic factors of exclusion, reinforce the phenomenon of 
marginalization in consultations. To mitigate the self-exclusion of potential participants, 
the Working Group made available a Guide for Deliberation on AI12 that provided a 
common understanding of AI in plain language, including the basic notions of ethics and 
specifically AI ethics, as well as the rules and objectives of inclusive deliberation. 
However, as will be discussed in the reflection on who we were able to engage with in 
our consultations, this was ineffective at driving engagement from those without a 
university education or pre-existing interest in AI. This indicates that intervention, 
education, and confidence building measures must occur early in the engagement 
process and are critical to achieving the diversity of participants desired. 

 
Ensuring all communities across Canada are heard is critical for building trust in the 
values and principles that guide the development, use, and governance of AI. 
Representative consultation also ensures actions taken reflect the totality of Canada. This 
requires purposeful methodologies for identifying and engaging with populations, co-
development of deliberative materials, and a conscious reflection of the priorities, 
concerns, and lived realities of the communities with whom you are consulting. Just as AI 
solutions are expected, if not demanded, not to be ‘one-size-fits-all’, neither can efforts to 
engage with communities on how to improve and better benefit from these systems be 
designed with only one identity and experience in mind. 

 
12 Universite de Montréal, Algora Lab, Responsible Artificial Intelligence: a guide for deliberation (2021),online: 
https://na.eventscloud.com/file_uploads/3791cf7b32eb26534bc48f2724d017ee_GuideDeliberation_ENGpdf.pdf  
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3.4 Barriers to Engagement: Who we did (and did not) hear from 

The Working Group was provided the mandate by the Government of Canada’s Advisory 
Council on AI to design and engage in a dialogue on AI and identifying methods for 
sustained and effective public awareness amongst the Canadian public. Originally 
scheduled to take place in person, the COVID-19 pandemic required most of this work to 
be carried out online, altering the format of the proposed consultation approach and 
survey methods, and requiring a careful navigation of the new challenges and realities 
posed by transitioning to digital-only methods. While encouraged by the number of people 
in Canada that were engaged, it is also important to reflect on the barriers faced in 
accessing various communities, and how these barriers affected those able to 
participate in this research. This section will briefly review the demographics who 
participated in the national survey and Open Dialogue workshops, before elaborating on 
some of the barriers faced in recruiting participants for both stages of research. Finally, it 
will conclude with a note on the value of local initiatives in promoting overall levels of 
national AI awareness. 

3.4.1 Survey demographics 

Following the development of an initial draft questionnaire by the Working Group, Nanos 
Research was retained by Innovation, Science and Economic Development (ISED) to co-
develop and carry out the final iteration of the survey. Nanos undertook an online survey 
conducted in both English and French of 1,222 Canadians, 18 years of age or older, 
between November 23rd to 24th, 2020 drawn from a non-probability panel. This option was 
scoped at outset to focus in a particular way, given time and breadth and resources, and, 
as a result, targeted population sampling for ethnocultural and generational diversity, 
Indigenous peoples, and persons with disabilities and non-web methods such as 
telephone survey delivery were beyond the remit of this first research effort. 

The sample captured the demographics of gender (limited to male/female/non-binary), 
age, and geography as validated by respondents' six-digit postal code. The results were 
statistically checked and weighted by age and gender using the latest Census 
information, and the sample is geographically stratified to be representative of Canada. 

3.3 Key takeaways 
 

 Nearly three-quarters of survey respondents reported interest in learning more about AI. 
 Workshop participants suggested that foundations of AI should be taught in schools, including 

primary schools, but also unanimously agreed that AI education not be limited to schools. 
Suggestions included outreach to rural populations, and disadvantaged or marginalized urban 
populations, and called for public awareness campaigns and more freely available 
educational resources on AI, such as online courses. 

 People in Canada desire deliberate, sustained consultation on the subject of AI, with a special 
focus on reaching diverse communities across the country. 
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In addition to age, gender, and geography, demographic information on education, 
income and ethnocultural identity was collected, however the responses were not 
achieved in sufficient numbers to impact the results. Additionally, due to issues of parental 
consent, along with time/personal resources to design and host more than one survey, 
the choice was made to limit the survey to those 18 years of age and older. 

A full breakdown of the population surveyed can be found in Annex A of this report. 

 

3.4.2 Open Dialogue Demographics 

The Open Dialogue workshops were divided into two ‘types’ of workshops depending on 
their intended audience’s age: general public and youth workshops. Initial scoping work 
was undertaken to identify the resources, requirements, and best practices for proceeding 
with the development and conducting of Indigenous-focused workshops. A critical path 
for engagement with national governing bodies, Indigenous-led organizations, and other 
community partners who work actively and closely with Indigenous communities was 
developed in consultation with the generous input and guidance from community leaders 
and those who have experience in consultation work. However, the decision was made 
to prioritize a focus on Indigenous engagement as central to the second phase of 
research, which is expected to take place in 2023.  

Due to the varying demographic constraints, consultation formations, and participant 
recruitment methods, these two ‘types’ of workshops will be discussed separately. 

         3.4.2.a General Public Workshops 

The Open Dialogue workshops for the general public carried out from March 30th 
to May 13th in the format of virtual video conferences across Canada in both 
regionally targeted workshops—to accommodate for time zone differences—and 
later national workshops that occurred in both English and French. Over the 13 
workshops, 288 individuals participated from six different provinces (Ontario, 
Quebec, British Columbia, Alberta, New Brunswick and Saskatchewan) out of a 
total of 750 registrations.  

Statistics regarding participant demographics were collected from two different 
sources: 

 Online registration: When registering for the workshops, participants were 
required to enter their postal code and city of origin. 

 Online survey: Participants were invited to complete a voluntary online 
survey following the deliberations. This data is more detailed (age, gender, 
and education), but less representative, as only 128 participants (29%) 
completed the survey  
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Of the participants who submitted demographic information, 57% identified as 
female, 39% as male, 2% as queer and 1% as transgender. While, the 
workshops recorded a high participation rate amongst those aged 18-44, we 
were able to reach people across all age brackets. It is also important to note that 
of the adult participants, 91% identified themselves as having achieved at least 
one university degree which significantly exceeds the proportion of the actual 
population in Canada with a higher education. Only one person amongst the 
participants did not have a degree or college diploma.   

Outreach invitations were distributed to a list of over 350 community social 
organizations across the country compiled by members of the Working Group and 
with input from teams across ISED engaged in various outreach activities, 
including ISED regional offices. These invitations encouraged organisations to 
share the registration information with their members with the goal of recruiting 
participants who may normally fall outside of the standard engagement 
stakeholder networks for AI. This direct outreach was supplemented by outreach 
and advertising on social media platforms (LinkedIn, Facebook, Instagram, and 
Twitter) by members of the Advisory Council, Working Group, ISED, and CIFAR, 
alongside a traditional news release by ISED and digital advertising through CIFAR 
to drive awareness of the consultations. Finally, to drive further participation in the 
French-language workshops, the International observatory on the societal impacts 
of AI and digital technology (OBVIA) in Quebec advertised amongst their members 
and served as hosts for one of the French workshops. 

 3.4.2.b Youth Workshops 

Unlike the general public workshops, the youth workshops for the Open Dialogue 
were arranged directly with interested teachers who registered their whole class to 
participate in lieu of their standard activities. Across 6 workshops—5 French and 
1 English—149 secondary school students participated in abbreviated deliberation 
sessions, adjusted to reflect appropriate use-cases and session duration 
(workshops were required to fit within a standard class length). The sessions were 
predominantly conducted in Montréal and involved a significant number of female 
participants, as three of the workshops being hosted by an all-girls high school. 
Recruitment for the youth sessions was supported by Working Group members 
from Let’s Talk Science and Kids Code Jeunesse respectively. 

3.4.3 Barriers to engagement faced in our consultation 

In reflecting on the successes and struggles of the engagement activities the Working 
Group has undertaken in conducting this research, there were several barriers and/or 
limitations faced by both the Working Group and the public in bridging the gap to achieve 
the desired inclusion and diversity in our research. While this by no means represents a 
totality of all the factors that prevent various communities and individuals from 
participating equally in consultation activities, the following list provides a snapshot of 
some of the challenges that were encountered, listed in no particular order of importance. 
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Accessibility: The ability to sufficiently adapt the research to accommodate 
persons with disabilities was affected due to limitations inherent with current digital 
tools. While the Zoom platform used to host the deliberations did have the capacity 
for automated closed-captioning, and facilitators were available to read out text on 
screen to participants with vision issues, both were limited in providing a 
comparably smooth experience for participants who required these 
accommodations. Likewise, the survey did not include alternate delivery methods 
such as telephone responses, which prohibited the participation of those with 
visual impairments. 

Digital Infrastructure: New data from the Canadian Internet Registration 
Authority (CIRA) suggests that between the start of the pandemic in March 2020 
and March 2021, the median internet download speed in rural areas improved at 
a much slower rate than in urban centers.13 All engagement activities required at 
minimum the capacity to connect to the internet. The video conference format of 
the Open Dialogue deliberations was only able to be fully experienced without 
significant disruption or risk of disconnection. Although a teleconference line was 
available, this prevented participants from participating on an equal footing with 
the on-camera participants, including prohibiting their ability to complete the pre- 
and post-deliberation surveys. 

Time commitment: The Open Dialogue workshops required a three-hour time 
commitment by participants. For individuals whose participation was not supported 
by their workplace, a requirement to participate outside of the standard workday, 
in lieu of paid work hours, or during the weekend increased the opportunity cost of 
participation. 

Competing Care Priorities: Interplaying with the challenges of competing time 
commitments, members of the public who provide childcare or other caregiving 
roles may have been unable to commit to a sufficient period of uninterrupted time 
to participate in a full workshop, particularly in lockdown restrictions that limited 
available personal space. 

Languages: Both the survey and Open Dialogue workshops were conducted in 
either French or English. This included the provided supplementary education 
materials provided to workshop participants, such as the Guide to Deliberation. As 
such, populations such as newcomers, permanent residents, or other persons in 
Canada who are less confident in participating in technical or extended 
deliberations or readings in either of Canada’s official languages would be more 
likely to self-exclude from participating.  

Resources: In the rollout and design of the national survey, the initial focus was 
on a broad set of useful data. That said, the absence of dedicated resources for 
accessibility and inclusion of targeted populations limited the methods of 
distribution and oversampling of populations that may otherwise be insufficiently 

 
13 CIRA, “Canada's Internet Equity Gap,” Canadian Internet Registration Authority (CIRA), April 13, 2021, 
https://www.cira.ca/newsroom/state-internet/canadas-internet-equity-gap-rural-residents-suffer-inferior-service-during.   
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captured in the results. This meant that off-line communities or those with limited 
connectivity were unable to participate in the survey work, and that certain types 
of demographic diversity (i.e., ethnocultural diversity) could only be incidentally 
captured with no guarantee of sufficient data to engage in a comparative analysis.  

Community Partners: Similar to how the survey lacked alternate methods for 
contacting off-line populations, the absence of early engagement with community 
partners (whether contractually or on a voluntary basis) hindered the inclusion of 
a more diverse and representative population in the Open Dialogue workshops.  

It is important to recall that in addition to the standard ways in which consultations were 
bound by the limitations imposed by the COVID-19 pandemic, the public deliberations 
were conducted during Canada’s COVID-19 ‘third wave’. As such, many organizations, 
communities, and individuals were focussed on responding to the stresses and conditions 
of the pandemic, including the re-introduction of lockdown restrictions in some 
jurisdictions. These constraints, while not unique to this particular consultation, should not 
be understated for the impact it can reasonably be expected to have had for reducing the 
overall participation rate. 

. 

 

Challenges of COVID Engagement- Public Consultation on Scotland's AI Strategy 
With the COVID-19 pandemic requiring researchers to move all public engagement online, the 
research team was required to adapt their original workshop design and format not only to ensure 
flexibility, but also to ensure enough interest and engagement that would not overwhelm people who 
may already be spending large parts of their day online. In the end, the consultations consisted of 15 
workshops - with 49 participants representing a broad range of age groups, skills, education levels, 
and geographic locations. 
  
In anticipation that the change to online delivery would introduce additional barriers for recruitment and 
participation, monetary compensation was offered for participants time (£60 per family, or £20 per 
individual) and digital support in the form of a 1-1 phone calls and emails to support people with any 
technical needs. Despite these accommodations, it was apparent that the digital divide still remained a 
barrier and that participants would need access to a device and internet connection to take part. 
  
As with the outreach for the Open Dialogue, an open call for participants was circulated through 
existing local and civil society networks and via social media (including paid advertising). Local groups 
and organisations were directly contacted (via email or phone) to inform them of the call for 
participants and with a request to share with their networks. While there was a high level of interest 
and support from these groups before COVID-19 restrictions were put in place, researchers found it 
hard to re-connect while civic society and public sector organisations were closed or had reprioritized 
emergency action. As such, the research team prioritised applicants that had already expressed 
interest (via the website) for the in-person workshops and then identified groups that were not 
represented. 
  
The AI Of The Possible: Developing Scotland’s Artificial Intelligence (AI) Strategy, Final Consultation Report 
(September 2020), accessible online at: https:// The+AI+Of+The+Possible+-
+Developing+Scotland%27s+Artificial+Intelligence+%28AI%29+Strategy+-+Final+Consultation+Report+-+September+2020.pdf  
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Finally, it must be acknowledged that further engagement with equity-deserving groups, 
including Indigenous communities and organizations, was an unfulfilled goal of this initial 
research. While efforts were made to conduct targeted Indigenous workshops, the limited  
resources and time available, and the absence of pre-developed relationships with 
communities, contributed to the inability to secure any such workshops. This experience 
provides an important lesson on the role of developing conscious and continuous 
relationships with Indigenous communities as a pre-requisite for successful engagement. 
Future work undertaken in this space, whether by the Working Group or other 
organizations advancing similar work, should invest time, resources, and effort early in 
understanding community needs and ensuring that potential consultation activities are 
both reciprocally beneficial and reflective of the broader process of reconciliation in 
Canada. 

 
 

3.4.4 A word on local approaches to AI awareness initiatives 

In reflecting on how future engagement initiatives can be better constructed to improve 
access and promote greater diversity in the participants, it is worth briefly discussing the 
merit of building on existing individual and community motivations proposed by the Open 
Dialogue participants.  For example, reflecting on the challenges of autonomous 
transportation in cities, workshop participants emphasized that raising awareness of 
responsible AI requires a local approach that engages communities to think about the 
impacts of AIS deployment on their immediate environment. The value of empowering 
local-decision makers and community members to address AIS that specifically impact 

3.4 Key takeaways 
 
This research encountered a number of barriers and limitations which impaired our ability to reach a 
truly diverse set of people in Canada, including: 
 

 The initial scoping prevented the use of targeted population sampling in the national survey. 
Because of this, the survey considered diversity of genders, age (for participants over 18), 
and geographic diversity, but not income, education, or ethnocultural diversity. Due to 
parental consent issues, the survey did not reach people younger than 18 years old. 

 Of the workshop participants, 91% identified themselves as having at least one university 
degree, a significantly higher proportion than the actual population in Canada. 

 Youth sessions involved entire classes from participating schools engaging in the workshop, 
which limited the geographic and gender diversity of those sessions. 

 The consultation activities took place primarily on digital platforms and did not include 
alternative delivery methods, such as telephone, which limited participation of some people in 
Canada, such as those with visibility impairments or limited access to broadband 
infrastructure. They also took a considerable amount of time, limiting participation of those 
with caregiving responsibilities or day jobs. 

 Future work undertaken in this space must prioritize engagement with equity-deserving / 
under-represented audiences, including Indigenous communities and organizations. This 
engagement requires appropriate investments in time, resources, and effort early on in order 
to understand community needs. 
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their communities, known as “AI Localism,” provides a sense of relevancy and immediacy 
to the engagement, and contributes to the holistic efforts to engage more 
comprehensively on AI awareness. 

 

 

 

 

 

 

 

 

 

 

AI localism  
  
“AI Localism, a term coined by Stefaan Verhulst and Mona Sloane, refers to the actions taken by 
local decision-makers to address the use of AI within a city or community. AI Localism has often 
emerged because of gaps left by incomplete state, national or global governance frameworks. 
Artificial Intelligence is here, and here to stay. At the most basic level, AI denotes the application of 
(self-learning) algorithms to large data sets. For years now, AI has aroused both fear and 
excitement, yet its ultimate impact will be determined by us and the governance frameworks we 
build. 

 
AI Localism offers both immediacy and proximity. Because it is managed within tightly defined 
geographic regions, it affords policymakers a better understanding of the trade-offs involved. By 
calibrating algorithms and AI policies for local conditions, policymakers have a better chance of 
creating positive feedback loops that will result in greater effectiveness and accountability.” 
 
The GovLab, AI localism, https://ailocalism.org 
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4. Recommendations   

The Working Group recognizes that AI public awareness is not just about building AI 
literacy, but also about improving the relationship between government and citizens 
around AI to better understand public sentiment about AI and support the development 
of a responsible AI future. Canada has the expertise and many of the foundational pillars 
to be a leader in building an informed and engaged population around our shared vision 
of human-centric AI grounded in human rights, inclusion, diversity, equity, innovation and 
economic growth. However, to build on this momentum, immediate and concerted action 
is required to continue and expand the engagement initiated with this research.   

In order to promote a more comprehensive and coordinated engagement with the 
Canadian public on the development, use, and governance of AI technologies, the 
Working Group envisions a set of interlocking programs and initiatives that support 
inclusive methods for sustained and effective public awareness of AI. Ranging from 
enhancing the measurement of and formal development of public levels of AI literacy, to 
investing in the infrastructure required to enable the successful deployment of the 
recommended programs, this report summarizes the research conducted to date, and 
findings that informed the development of the following eight recommendations:  

Recommendation 1:  
Establish a national Artificial Intelligence (AI) Public Awareness Community of 
Practice that is representative of the diversity of people living in Canada, and 
supported by funding from the Government of Canada. 

Backed by funding from the Government of Canada, it is imperative that all orders of 
government across Canada, as well as the private sector, academic institutions and other 
stakeholders, lend support and resources to creating a shared community of resources 
to support the development of public awareness of AI in Canada. Supported by a 
coordinating Secretariat, the AI Public Awareness Community of Practice would serve as 
a repository of open access resources for researchers, community leaders, policy 
makers, and the general public to better engage in an ongoing dialogue around the 
responsible and ethical development, use and governance of AI technologies. Both the 
Secretariat supporting the work, as well as the membership of the Community of Practice 
(CoP) must be representative of the society in which it is operating. Therefore, the 
members should include educational, generational, ethnocultural, socioeconomic and 
functional diversity to reflect the people living in Canada. Specifically, in line with the 50-
30 challenge launched by the Government of Canada, there must be a significant and 
planned recruitment effort to ensure this Community of Practice reflects the goal of having 
50% of women and 30% of people of underrepresented groups in its leadership team.  

It is critical when developing national programming that has the intention to impact all 
people across Canada that we trust and elevate local experts. Through a combination of 
shared learning and teaching, peer-level relationships, and decentralized, non-
hierarchical structures, the CoP model would catalyze positive community and social 
change. The CoP model employs ‘train the trainer’ programming, which is designed to 
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empower community leaders and stakeholders, helping them to deliver information of 
high value to their community members in a localized and contextualized fashion. 

As a Working Group, we envision the scope of this CoP including, but not being limited 
to the following activities, resources, and services: 

 Developing a Public Deliberation toolkit to equip communities to organize their own 
workshops on AI in their social environment. 

o This would include resources such as sample use cases, facilitation and 
notetaking guides, and community resources to receive guidance on 
hosting a deliberation and adapting the materials to the different 
geographical and cultural realities in which deliberations will take place. 

 A portal for workshop hosts to access resources and upload their anonymized 
findings to contribute to a continuous and evergreen culture of regular community 
consultation. Vetting and hosting resources developed both domestically and 
internationally to support public awareness and AI literacy development. 

 Outreach to provincial and territorial governments to develop region-specific 
content, as well as assist in bridging resources and best practices for provincial or 
local governments looking to develop their own awareness initiatives and resource 
platforms. 

 Production by the Secretariat of an annual State-of-Play report consolidating the 
information contributed to the online platform in an accessible, plain language 
format. 

 Dedicated resources to make awareness and understanding of the public's 
perceptions of AIS more accessible to AI practitioners. 

o Matches services between AI experts—including students in Computer 
Science and other related fields—and projects looking to develop AI literacy 
and education programs in marginalized or otherwise underserved 
communities.   

As the value of the CoP lies in the partners who volunteer to participate in its co-
construction and content delivery, from its inception the AI Public Awareness CoP would 
pursue the inclusion of a representative and diverse group of founding partners and 
leaders, including those who represent Indigenous Communities or interests, women’s 
advocacy groups, newcomers to Canada, people with disabilities, visible and invisible 
minorities, French-language advocates, and rural residents among others. Recalling the 
commitment to being representative of the society in which it is operating, pursuit of 
diversity and inclusion across the design, launch, and life of the CoP is central to the 
success of its work. 

Recommendation 2:  
Integrate AI literacy measurements into regular, national surveys to support the 
development of longitudinal data on AI Awareness in Canada. 

Innovation, Science, and Economic Development Canada (ISED) should work alongside 
Statistics Canada and other federal departments (e.g., Health Canada, Environment and 
Climate Change Canada, Employment and Social Development Canada) to explore 
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options for adding questions to existing, regular surveys which benefit from a developed 
and appropriate survey frame and similar themes. One such possibility is the 
development of content for the 2022 Canadian Internet Use Survey (CIUS) that, alongside 
the pre-existing questions, could provide an even more robust picture of how AI 
technologies are influencing Canadians and their perceptions of the technology. 

The deployment of a regular survey will not only assist in the development of a better 
understanding of the gaps in literacy across Canada, but also provide metrics through 
which to assess the success of other recommended Awareness and Literacy programs 
supported by the federal government. As it is not the goal of this survey to assess the 
validity of Canadians perceptions of AI, or act as a “quiz” on knowledge of AI technologies, 
the desired outcome of a regular survey would be to achieve a target of reducing the 
proportion of respondents recording “uncertain” and/or “I don’t know” responses. 

Recommendation 3:  
Endorse and promote the development of a Canadian Artificial Intelligence 
Literacy Course. 

Canada has an opportunity to lead the way in ensuring our public is AI-fluent and ready 
to put this understanding of AI technology and its prospective impacts to use. This could 
be accomplished through the promotion of a free online course and educational learning 
opportunities for all members of the Canadian public who are interested in learning what 
AI is, what is possible (and not possible) with AI, and how it affects our lives. The 
Government of Canada should assist in bridging the gap between the public and this 
emerging technology. Importantly, this course will help to provide a trusted and accurate 
resource for members of the public both in and out of the workforce, that is accessible, 
effective, and offers participants a certificate of completion. 
  
The proposed literacy course will aim to:  

 Increase technical AI literacy among members of the public, so that participants 
develop their ability to understand and recognize when they are interacting with AI 
and be able to describe the basic processes of AI and how it operates (i.e., how 
data is used in an AI system). 

Canadian Internet Use Survey (CIUS) 
The CIUS is an ongoing collaboration between ISED and Statistics Canada to gather information on how Canadians 
use the internet and for what purposes. A household survey to measure internet adoption and use by Canadians in 
the ten provinces, the CIUS additionally benefits from having an age range of 15 and older for its participants. 
 
In addition to its standard sample frame, a pilot initiative, Northern Internet Data, has been proposed in order to 
complement the CIUS and gather information on the unique environment and challenges of Internet use in the North. 
This would expand the pool of respondents as well as help develop a more clear, comparative view of the differential 
levels of awareness of AIS as compared to the Southern provinces. 
 
Statistics Canada Government of Canada, “Canadian Internet Use Survey (CIUS),” Surveys and statistical programs 
(Statistics Canada, May 28, 2021), https://www23.statcan.gc.ca/imdb/p2SV.pl?Function=getSurvey&SDDS=4432.  
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 Develop an informed public opinion about AI and its political, social, and ethical 
implications to ensure their full civic participation and prosocial engagement with 
institutions and their communities. 

 Increase workforce access for marginalized communities through developing 
technological literacy knowledge.  

Whether through support for existing initiatives, or a call-for-proposals for private 
collaborations, such as that between McGill University’s Desautels Faculty of 
Management, RBC Future Launch, and the Globe and Mail to support financial literacy, 
the endorsement of a more formal mechanism will serve to provide the Canadian public 
with accurate knowledge of AI and its potential impacts and ethical considerations. 

 
Recommendation 4:  
Engaging with people in Canada through meaningful public dialogues to 
understand what applications and uses of AI are in alignment with the public 
interest and goals of the impacted communities.  

While consultation on a wide range of applications and sectors implicated in the 
deployment of AI systems should be broadly encouraged, our research highlighted 
several applications and themes that are of particular concern to the Canadian public. 
Across both the survey and the public deliberations, AI development and use in law 
enforcement raised the most ubiquitous and intense level of concern. As such, there is a 

Private collaborations: McGill Personal Finance Essentials course 
To help Canadians better understand how to manage their personal finances, McGill University’s Desautels 
Faculty of Management has collaborated with RBC Future Launch and the Globe and Mail to deliver personal 
finance education to all Canadians across the country for free. This modular, online learning experience, 
available in English and French, is intended to enhance participants’ knowledge and skills related to their own 
personal finances. The McGill Personal Finance Essentials course is divided into eight 15 to 25-minute learning 
modules, each taught by a McGill Desautels faculty member. The entire course may be viewed in approximately 
two hours. Each module is followed by a test to confirm participants’ understanding. Successful completion of all 
the course modules and tests will earn participants an attestation of course completion verifying their personal 
financial knowledge. 
 
“McGill Personal Finance Essentials,” McGill Personal Finance Essentials (McGill University's Desautels Faculty 
of Management), accessed online at: https://www.mcgillpersonalfinance.com/.  
 

Existing Initiatives: AI for All  
AI for All is pan-Canadian AI literacy project to design, deliver, evaluate, and sustain an algorithmic literacy 
program in Canadian public libraries that provides a variety of pedagogical approaches to understanding the key 
aspects of artificial intelligence and how they affect and empower individuals and society. A partnership of 
Ryerson University Library, Toronto Public Library, and the Canadian Federation of Library Associations, AI for 
All leverages the expertise, facilities, and community engagement of Canada’s 3,350 public libraries. While other 
AI literacy programs have been designed to inform senior business leaders, STEM-focused workers and 
academic influencers, a literacy initiative focused on AI’s impact on everyday Canadian lives has not yet been 
developed and executed. The ubiquity of AI in the experience of everyday life makes this a core, ongoing 
concern for public libraries and their communities.  
 
AI for All Program, “AI for All,” AI for All Program, accessed online at: https://aiforall.ca/.  
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duty on behalf of the Government of Canada to continue the conversation with people 
across Canada to ensure that communities are consulted prior to the advancement of 
public policies on AI use in this sector and that their needs and interests are heard. In 
addition, further public consultation to pursue a more holistic and comprehensive 
understanding of people’s concerns around the topics of bias and discrimination, privacy, 
data protection, transparency and explainability of AI systems should be advanced. As 
cross-cutting and pervasive topics of concern, the scope and specificity of what people in 
Canada are concerned with and how they identify these fears can be mitigated and/or 
erased should be topics of future public consultation. Acknowledging the limitations of our 
sample and who we engaged with, a foundational element of the design and methodology 
of future consultation must include measures to ensure inclusion of diverse communities 
and the representation of the people in Canada. 

These dialogues would be undertaken with the intent to co-develop AI awareness and 
engagement materials that address these hopes and fears, facilitate collective learning, 
and build public confidence in the use and governance of the technology. This approach 
would help both enable and limit AI deployment in alignment with the interests of 
Canada’s diverse communities, with recognition of the plurality of knowledge sources in 
the co-construction, co-creation processes that may be used and which extend beyond 
deliberative methods. 

Recommendation 5:  
Engage in a sustained public awareness campaign to support increased 
engagement and participation in an AI Literacy Course and future public 
consultations.  

The ultimate success of an AI Literacy Course and future public consultations on the 
development of AI systems will depend on the systematic, purposeful, financial, and 
comprehensive effort of the Government of Canada in working with community partners 
to promote both the knowledge of these initiatives and interest in participating in them. 
Over the first five years of these recommended programs, funding should be committed 
towards the following three components of a national awareness strategy: 

Traditional & Non-traditional media advertisements: Information on an AI 
Literacy Course, ongoing consultations on AI policy and regulation, and AI 
technologies more broadly should be disseminated through a national advertising 
campaign making use of traditional awareness media campaigns such as 
informational video and radio advertisements, along with employing newer 
platforms for public engagement such as LinkedIn, Facebook, Instagram, Twitter, 
and TikTok.14 For example, the Government of Canada could leverage its strategy 
for informing the Canadian public about the rollout and availability of the COVID 
Alert Exposure Notification App, which utilized a mix of traditional media 

 
14 Since this report was published, the Government of Canada has decided to block TikTok from its mobile devices 
over concerns about TikTok’s data collection practices. The Communications Security Establishment’s Canadian 
Centre for Cyber Security (Cyber Centre) strongly recommends that Canadians make themselves aware of the risks 
of applications before using them. 



 

49 
 

(television, print) and social media advertising to engage Canadians and make 
them aware of the benefits of using the app. Similarly, engagement with pre-
existing partnerships (e.g., Scale.AI innovation supercluster) and industry leaders 
in the Canadian AI ecosystem could be leveraged to promote awareness and 
engagement. 

Competitions to support creative, accessible AI-programs to teach users 
about ethical dilemmas and social impacts of AI:  Through innovative 
approaches to learning, short form lessons can engage participants in an 
immersive lesson on the ethics of AI and its social impacts. These creative 
educational programs can promote a positive engagement experience with 
understanding the technology, while also developing a practical knowledge of its 
potential risks. 

 

 

Grants to local organizations and leaders working to raise AI awareness: 
Provide strategic financial support with measured impact for local projects to raise 
community-specific and context-driven awareness of AI with an emphasis on 
initiatives run by women, Indigenous and other visible minority groups within 
Canada. 

A necessary component of the commitment to increasing public awareness of AI in 
Canada is also to increase the transparency of the Government of Canada’s Advisory 
Council on Artificial Intelligence, by developing the Council’s public-facing presence 
including the publication of meeting summaries alongside its existing annual report of 
activities.  

 

Survival of the Best Fit: a creative way to teach about AI bias 

In 2019, the Mozilla Foundation’s Creative Media Award supported a project called Survival of 
the Best Fit, designed to teach the public about the risks of AI bias in hiring and job markets. 
Created by four developers (Gabor Csapo, Jihyun Kim, Miha Klasinc, and Alia ElKattan), this 
project is an interactive game playable in any modern web browser. Over the course of six 
minutes, players hire or reject a number of fictional job candidates for a company, and their 
decisions are used to train a machine learning algorithm to hire future candidates. They must 
then deal with the fallout as their automated system begins to discriminate against qualified 
candidates. Afterwards, players are directed to a Resources page which contains entertaining, 
plain-language explanations of the societal challenges of deploying AI in recruitment.  

This project is an example of the type of creative, accessible educational materials that could 
be created to help provide Canadians with immersive lessons on AI ethics. It is short, 
interactive, engaging, has a low barrier to entry, and addresses a real-world problem that is 
relevant and meaningful to a large number of Canadians. Competitions and awards could be 
used in Canada to develop similar projects domestically. 

See https://www.survivalofthebestfit.com/ for more information. 
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Recommendation 6:  
Fund an Equity, Diversity, Inclusion, and Accessibility strategy for the next ten 
years to support public engagement initiatives to ensure the financial, 
accessibility, and outreach resources are available to enable representation of 
the diversity of peoples in Canada. 

As the considerations within our own research illustrated, the commitment to the goals of 
diversity and inclusion in public programming and engagement must be supported by 
scoping and sufficient resources—financial and institutional. Over the next ten years, as 
a critical enabler of the diversity and inclusion requirements of each of the prior 
recommendations, the Government of Canada should finance an Equity, Diversity, 
Inclusion, and Accessibility (EDIA) strategy for public engagement on AI. This funding 
should include, but not be limited to: 

 Supporting the budget for a team within the AI Public Awareness Community of 
Practice designated to engage in substantive outreach and community work to 
create bridges in all future steps, including ensuring continued representation of 
diversity in the CoP, in the hosts of future events, in ambassadors for promotion of 
a course, etc.  

 Subsidizing the costs of travelling for the EDIA resource team to meet communities 
to create meaningful connections,  

 Covering the costs of high-speed internet connection and supporting the provision 
of the related digital tools (e.g., computers) required to engage in AI literacy 
programs and/or public consultations on AI,  

 Translation in other languages than French and English, as well as sign language 
honorarium. 
 

Recommendation 7:  
Support for universal, affordable access to high-speed internet and digital 
infrastructure in Canada. 

The COVID-19 pandemic has highlighted how much we rely on our connections. Now 
more than ever, inclusive high-speed connectivity continues to be critical as Canada’s 
economy evolves and embraces the technologies of tomorrow. Simply put, the internet is 
no longer a luxury – it is a necessity. Without reliable, consistent, and sufficient access to 
high-speed internet and digital infrastructure, Canadians are unable to equally engage in 
not just the benefits of AI technologies, but the initiatives to promote increased awareness 
and literacy of AI in the first place. 

The Working Group commends the work initiated under the High-Speed Access for All: 
Canada’s Connectivity Strategy to develop universal access to affordable high-speed 
internet and mobile wireless coverage across Canada. The Strategy, which aimed to 
deliver 50/10 connectivity to 95% of Canadians by 2026 and the hardest-to-reach 
Canadians by 2030, is projected to surpass its goals with 98% of Canadians connected 
by 2026. By leveraging funding from all levels of government, Indigenous and private 
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sector partners, the government is on track to achieving its objective of full 50/10 Mbps 
broadband coverage in Canada by 2030. 

However, to achieve meaningful accessibility to these networks, these services must also 
be affordable. Public investments in high-capacity infrastructure and similar capacity-
building investments should be supported by the Government of Canada in rural, 
Indigenous, and other currently underserved communities. Success of any connectivity 
strategy should be measured not by the percentage of the population who have access, 
but the percentage of service adoption within rural and remote communities.  

 

Recommendation 8:  
Promote the value and necessity of engagement with citizens and the “Canadian 
model” of Responsible AI internationally. 

At the heart of Canada’s domestic and international approach is a commitment to 
advancing the responsible development and use of AI. At home, through civil society-led 
initiatives like the AI Impact Alliance, the Montréal Declaration on Responsible AI, the 
CIFAR and International Development Research Centre (IDRC) Solution Networks 
program for AI governance solutions in low-middle income countries, and now the 
activities of the Public Awareness Working Group, Canada has worked to ensure that AI 
and digital technologies are grounded in the principles of human rights, inclusion, 
diversity, innovation, and economic growth. A key component to achieving these shared 
principles in practice is through engaging in consultations with not just AI experts, policy 
makers, or industry, but with members of the general public to develop a full picture of a 
truly equitable and inclusive future with AIS. 

As a champion for responsible AI in global forums such as the Global Partnership on AI, 
the Council of Europe’s Ad hoc Committee on AI, Digital Nations, the Freedom Online 
Coalition, the G7, the G20, the OECD, the Open Government Partnership, the UN 
Roadmap for Digital Cooperation, and UNESCO, among others, Canada has an 
opportunity to share the lessons-learned and insights gathered through our public 
consultations to promote the value of citizen engagement in advancing the responsible 
development and use of AI.  
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5. Moving Forward 
In undertaking this work to construct sustainable recommendations for public awareness 
of AI, we sought to engage the Canadian public with the understanding that our work 
should aim to include the widest diversity of participants and groups. This includes not 
just experts or people who already have knowledge, but all people impacted by AI 
deployment. By embracing the understanding that “awareness” should be sought with the 
goal of empowerment to share the public’s perspectives, concerns, and optimisms—
rather than a process of manufacturing approval of AI—we were able to benefit from a 
two-way exchange of knowledge. This approach helped provide a depth and breadth to 
the types of initiatives and recommendations proposed to ensure the conditions for future 
policymakers to similarly enjoy the rich insights that can only be achieved through citizen 
consultation with an engaged and informed public.  

We hope that the recommendations put forth in this report encourage all Canadian 
stakeholders to support and promote a commitment to the development of a national AI 
literacy by reinforcing active citizenship, diversity and collaboration around the mutual 
goal of building AI awareness. Through this work, we hope to give the Canadian public 
the tools to not just understand AI systems, but navigate through information, contest 
algorithm decisions, and equip everyone with the ability to evaluate AI and its applications 
through informed discussion and decision-making about the responsible use and 
development of AI. 

As the Working Group looks ahead to its next phase of work, the importance of integrating 
a diversity, equity, accessibility, and inclusion lens throughout is paramount. Key to this 
renewed focus is a commitment to listening to the needs of Indigenous Peoples and 
exploring opportunities of co-development and shared leadership. Through the prioritized 
development of culturally appropriate and relevant resources for Indigenous dialogues on 
AI, the Working Group aims to ensure that the omission of Indigenous consultation is not 
replicated in work going forward, and that future consultations benefit from the inclusion 
of Indigenous voices and knowledge. 

This report serves as a call to action addressed to all Canadians. A synchronized 
approach with industry, academia, civil society, members of the public, and all levels of 
government is needed to ensure Canada remains a leader in responsible AI. Addressing 
these risks, overcoming these challenges, and tackling these ethical dilemmas at the 
heart of the consultations is essential if we are to embrace this unique opportunity to lead 
the world in developing democratic, moral, and ethical AI practices that put people first 
and deliver prosperity to the many, not just the few. 
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Appendices 

A. Views of Canadians on Artificial Intelligence: Survey Methodology 

This research consisted of an online survey of 1,222 Canadians adults, aged 18 and over. 
Survey respondents were selected from registered members of an online panel, and captured 
standards of demographics, namely age, gender, region, education, and income. The fieldwork 
and surveys were conducted in both French and English. Because the samples used in online 
panel surveys are based on self-selection and are not a random probability sample, no formal 
estimates of sampling error can be calculated. Although opt-in panels are not random probability 
samples, online surveys can be used for general population surveys provided they are well 
designed and employ a large, well-maintained panel.  

Sample design and weighting 

Nanos Research conducted an online survey of 1,222 Canadians, aged 18 and older, who are 
members of an online panel. The survey was conducted from November 23 to 25, 2020. 
Responses were weighted by age, gender, and region to ensure the sample is reflective of these 
populations according to the most recently available Census information. 

The survey achieved the following distributions: 

 

 

 

 

 

 

 

 

 

 

 

 

Questionnaire design 

A 12-minute questionnaire was designed by Nanos based on content priorities provided by the 
Working Group. Any limitations ensuing from lack of AI literacy were addressed in the 
development of the survey instrument, through the drafting of clear comprehensible questions, 

Demographic Group Actual Unweighted Actual Weighted* 

Men 597 588 

Women 623 612 

18-34 years 382 330 

35-54 years 478 409 

55+ years 362 463 

Atlantic 124 80 

Quebec 304 281 

Ontario 370 461 

Saskatchewan/Manitoba 120 81 

Alberta 121 139 

British Columbia 183 160 

Total Population 1222 1202 
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avoiding the use of jargon. This survey was designed to ensure that the data it collected could 
be used to inform future discussions and consultations with marginalized groups and those with 
a lower level of digital literacy.   

Fieldwork 

The survey was conducted by Nanos using a secure, fully featured web-based survey 
environment. All respondents were offered the opportunity to complete the surveys in their 
official language of choice. All research work was conducted in accordance with the Standards 
for the Conduct of Government of Canada Public Opinion Research – Online Surveys and 
recognized industry standards, as well as applicable federal legislation (Personal Information 
Protection and Electronic Documents Act, or PIPEDA). 

 The data from this survey are statistically weighted to ensure the sample is as reflective of the 
Canadian population as possible, in accordance with the most recently available Statistics 
Canada census information. 

Respondent profile 

The following table presents the weighted distribution of survey participants by key demographic 
and other variables. 

Demographic indicator Total sample 

Age 1202 

18-34 years 330 

35-54 years 409 

55+ years 463 

Gender 1202 

Male 588 

Female 612 

Other 2 

Region 1202 

Atlantic 80 

Quebec 281 

Ontario 461 

Saskatchewan/Manitoba 81 

Alberta 139 

British Columbia 160 

Education 1195 
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Some high school 26 

Completed high school 203 

Some college or university 192 

Completed college 274 

Completed university 364 

Completed graduate studies 131 

Refuse 5 

Household income 1200 

Under $20,000 78 

$20,000 to just under $40,000 187 

$40,000 to just under $60,000 197 

$60,000 to just under $80,000 190 

$80,000 to just under $100,000 189 

$100,000 to just under $120,000 103 

$120,000 to just under $150,000 98 

$150,000 and above 85 

Refuse 73 

Ethnocultural Identity 1201 

Racialized 283 

Non-racialized 884 

Refuse 34 
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B. Quantitative research instrument (English Version) 

Client: 2020-1703 ISEDC 
Field: Nanos Canada, n= 1,200 Canadians. Online non-probability survey. 
Length: 12 minutes 

INTRODUCTION 

Thank you for your interest in participating in this short 12-minute research survey. Nanos Research has 
been hired to administer this online survey to gather Canadians’ views on Artificial Intelligence (AI) on behalf 
of the Government of Canada. 

Your participation is voluntary and your responses to this survey will be kept entirely anonymous and 
confidential. Any information you provide will be administered in accordance with the Privacy Act and 
Access to Information Act and other applicable privacy laws. Protecting the health and economic well-being 
of Canadians during the COVID-19 pandemic is a priority for the Government of Canada. At the same time, 
the Government of Canada continues to operate in order to serve Canadians and deliver on its mandate. 
The results of surveys such as this one helps the Government of Canada continue to deliver and improve 
its work. 

This project has been registered with the Canadian Research and Insights Council (CRIC). Thank you, in 
advance, for sharing your time. 

Si vous préférez répondre au sondage en français, veuillez cliquer sur français.  

A. Are you 18 years of age or older? 
Yes  No (Terminate – not qualified) 

B. Do you or does anyone in your immediate family, work in any of the following occupations? 
Market research firm (Terminate – not qualified) 
TV, radio or news media (Terminate – not qualified) 
Advertising company (Terminate – not qualified) 

 For the purposes of the survey AI will refer to Artificial Intelligence. 

1. Are you familiar, somewhat familiar, somewhat not familiar or not familiar with AI? 
Familiar ............................................1 [Continue to Q2] 
Somewhat familiar ..........................2 [Continue to Q2] 
Somewhat not familiar ....................3 [Skip to Q3] 
Not familiar .....................................4 [Skip to Q3] 

2. [If YES] Where did you hear about AI? [OPEN] 

AI is the set of computer techniques that enable a machine (e.g. a computer or mobile telephone) to 
perform tasks that typically require intelligence, such as reasoning or learning. 

3. What do you think AI can do at this time? (Check all that apply) [RANDOMIZE] 
Play games ............................................................................................................................. 1 
Perform video surveillance .................................................................................................... 2 
Replace humans doing dangerous tasks ............................................................................... 3 
Feel emotion ......................................................................................................................... 4 
Behave as humans do in social settings ................................................................................ 5 
Think logically ........................................................................................................................ 6 
Help solve business problems ............................................................................................... 7 
Interpret speech .................................................................................................................... 8 
Interpret images .................................................................................................................... 9 
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Learn from data to increase understanding .......................................................................... 10 
Compose music ..................................................................................................................... 11 
Unsure ................................................................................................................................... 77 

4. If you can, please describe one possible future use of AI? [OPEN]  

On a scale from 0, very negative to 10, very positive, how would you rate the impact of AI on the following 
in the next five years? [RANDOMIZE] 

5. You personally 
6. Canada as a whole 
Score ____ 
Unsure .............................................77  

For the list of possible problems below, please indicate whether you believe the problem is one where AI 
does a very good, good, average, poor or very poor job. [RANDOMIZE] 

7. Recognizing the differences between images 

8. Making decisions in a rapidly changing environment 

9. Making an ethical decision in a particular context 
10. Identifying the influence of human bias 

Very good ........................................1 
Good ................................................2 
Average ...........................................3 
Poor .................................................4 
Very poor .........................................5 
Unsure .............................................77  

Do you agree, somewhat agree, somewhat disagree or disagree with each of the following? 
[RANDOMIZE] 

11. People who develop AI do so in an ethical manner. 

12. AI has the potential to cause harm to society 

13. Human involvement is important for AI-enabled systems 

14. Computers can think just like humans do 

15. Computers’ decision-making ability is limited by how they are programmed 
16. Computers can be programmed to make ethical decisions. 

Agree ...............................................1 
Somewhat agree .............................2 
Somewhat disagree .........................3 
Disagree ...........................................4 
Unsure .............................................77 

 For each of the following do you believe that human involvement is required or not required? 

17. Humans have a role in designing AI 

18. Humans have a role in building AI 
19. Humans have a role in testing and validating AI 

Required ..........................................1 
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Not required ....................................2 
Unsure .............................................77 

On a scale from 0, very negative to 10, very positive, how would you rate the impact of AI on the following 
aspects of life in Canada in the next five years? [RANDOMIZE] 

20. Emergency response services 
21. Law enforcement 
22. Customs and border control 
23. Education 
24. Community services 
25. Retail 
26. Health care 
27. Transportation 
28. Media 
29. Banking & Finance 
30. Arts & Culture 
31. Energy & Natural Resources 
32. Manufacturing 
33. Agriculture 
34. Labour and workforce 

Score____ 
Unsure .............................................77 

On a scale from 0, not at all concerned to 10, very concerned, how would you rate your concern about the 
possible negative outcomes from the use of AI in the following aspects of life in Canada? [RANDOMIZE] 

35. Emergency response services 
36. Law enforcement 
37. Customs and border control 
38. Education 
39. Community services 
40. Retail 
41. Health care 
42. Transportation 
43. Media 
44. Banking & Finance 
45. Arts & Culture 
46. Energy & Natural Resources 
47. Manufacturing 
48. Agriculture 
49. Labour and workforce 

Score____ 
Unsure .............................................77 

  

50. Which of the following technologies use AI? (Check all that apply) [RANDOMIZE] 

Email spam filters ..................................................................................... 1 
Predictive search terms (i.e. predictions of what you are looking for based on popular search 
terms, etc.) ...................................................... 2 
Virtual assistant (i.e. Siri, Alexa, etc.) ....................................................... 3 
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Online virtual assistant (i.e. Chat Bot, etc.) .............................................. 4 
Recommender systems (i.e. online shopping, Netflix, etc.) ..................... 5 
Image search/recognition ........................................................................ 6 
None use AI .............................................................................................. 9 [ANCHOR, 
EXCLUSIVE] 
Unsure ...................................................................................................... 77 [ANCHOR, 
EXCLUSIVE]  

51. Please rank who you think should take the lead on developing AI solutions, where 1 is who you think 
should be the most important lead, 2 the second most important lead and so on. 

RANK 
Governments ................................................................ ___ 
Private Corporations .................................................... ___ 
Publicly-funded organizations ...................................... ___ 
Academic organizations ............................................... ___ 
No preference on who leads ........................................ ___ [EXCLUSIVE] 
Unsure .......................................................................... ___ [EXCLUSIVE] 

52. Thinking of the potential impact of AI in the next few years, what are you most hopeful about? [OPEN] 

53. Thinking of the potential impact of AI in the next few years, what are you most concerned about? 
[OPEN]  

54. Are you interested, somewhat interested, somewhat not interested or not interested in learning more 
about AI? 

Interested ........................................1 
Somewhat interested ......................2 
Somewhat not interested ................3 
Not interested .................................4 
Unsure .............................................77  

55. As you may know, AI uses data to learn in order to make decisions and recommendations. Thinking 
about your daily activities, what data are most commonly collected about you? [Open] 

Response _______ 
Unsure ....................................................................................................................... 77 

56. As of today, AI is capable of: [Select all that apply] 

Performing one specific task .......................................................................... 1 
Performing any variety of tasks required of it (much like a human) .............. 2 
Performing a few specific tasks simultaneously ............................................. 3 
None of the above .......................................................................................... 4 
Unsure ............................................................................................................ 77 

  

57. Do you have any other comments you would like to share about AI?  

Our last few questions will help us group your responses and to ensure we have input form a diverse 
group of people in Canada. Your responses will be kept entirely anonymous. You may choose to skip any 
questions that you would prefer not to answer. 
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58. In what year were you born? ____ 

59. Which of the following categories best describes your household income, that is, the income from all 
people living at your residence? 

Under $20,000 .................................1 
$20,000 to just under $40,000 ........2 
$40,000 to just under $60,000 ........3 
$60,000 to just under $80,000 ........4 
$80,000 to just under $100,000 ......5 
$100,000 to just under $120,000 ....6 
$120,000 to just under $150,000 ....7 
$150,000 and above ........................8 
Prefer not to answer .......................99 [Unprompted] 

60. Which of the following is the highest level of education you have achieved? 

Some high school ............................1 
Completed high school ....................2 
Some college or university ..............3 
Completed college ...........................4 
Completed university ......................5 
Completed graduate studies ...........6 
Refuse/No Answer...........................99 

61. For verification purposes only, please enter the first three digits of your postal code: ___ 

62. Gender [OPEN] 

63. With which of the following do you best identify yourself? [RANDOMIZE] 

White ........................................................................................................... 1 
South Asian (e.g., East Indian, Pakistani, Sri Lankan, etc.) ......................... 2 
Chinese ........................................................................................................ 3 
Black ............................................................................................................ 4 
Filipino ......................................................................................................... 5 
Latin American ............................................................................................ 6 
Arab ............................................................................................................. 7 
Southeast Asian (e.g., Vietnamese, Cambodian, Laotian, Thai, etc.) .......... 8 
West Asian (e.g., Iranian, Afghan, etc.) ....................................................... 9 
Korean ......................................................................................................... 10 
Japanese ...................................................................................................... 11 
First Nations, Metis or Inuk ......................................................................... 12 
Other — specify ........................................................................................... 20 
Prefer not to say .......................................................................................... 77 

  

Thank you very much for your time.  

Answer key- knowledge assessment questions (correct answers highlighted) 

3. What do you think AI can do at this time? (Check all that apply) [RANDOMIZE] 

Play games ............................................................................................................................. 1 
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Perform video surveillance ................................................................................................... 2 
Replace humans doing dangerous tasks ............................................................................ 3 
Feel emotion ............................................................................................................................ 4 
Behave as humans do in social settings .................................................................................. 5 
Think logically ........................................................................................................................ 6 
Help solve business problems ............................................................................................. 7 
Interpret speech ..................................................................................................................... 8 
Interpret images ..................................................................................................................... 9 
Learn from data to increase understanding ...................................................................... 10 
Compose music ................................................................................................................... 11 
Unsure ................................................................................................................................... 77 

For the list of possible problems below, please indicate whether you believe the problem is one where AI 
does a very good, good, average, poor or very poor job. [RANDOMIZE] 

7. Recognizing the differences between images  [good/average] 
8. Making decisions in a rapidly changing environment [good] 
9. Making an ethical decision in a particular context [poor/very poor] 
10. Identifying the influence of human bias [very poor]  

Do you agree, somewhat agree, somewhat disagree or disagree with each of the following? [ 
RANDOMIZE] 

14. Computers can think just like humans do [disagree] 
15. Computers’ decision-making ability is limited by how they are programmed [agree] 
16. Computers can be programmed to make ethical decisions. [somewhat agree/somewhat 
disagree/disagree]                                                                                                              

50. Which of the following technologies use AI? (Check all that apply) [RANDOMIZE] 

Email spam filters ..................................................................................... 1 
Predictive search terms (i.e. predictions of what you are looking for based on popular 
search terms, etc.) ...................................................... 2 
Virtual assistant (i.e. Siri, Alexa, etc.) ....................................................... 3 
Online virtual assistant (i.e. Chat Bot, etc.) .............................................. 4 
Recommender systems (i.e. online shopping, Netflix, etc.) ..................... 5 
Image search/recognition ........................................................................ 6 
None use AI .............................................................................................. 9 
Unsure ...................................................................................................... 77 

56. As of today, AI is capable of: [Select all that apply] 

Performing one specific task .......................................................................... 1 
Performing any variety of tasks required of it (much like a human) .............. 2 
Performing a few specific tasks simultaneously ............................................. 3 
None of the above .......................................................................................... 4 
Unsure ............................................................................................................ 77 

 For each of the following do you believe that human involvement is required or not required? 

17. Humans have a role in designing AI [Required] 
18. Humans have a role in building AI [Required] 
19. Humans have a role in testing and validating AI [Required] 
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C. Open Dialogue: Artificial Intelligence in Canada- Deliberation Schedule 

Opening plenary session (15 min) 

Pre-Deliberation Survey 

1.  The social benefits of AI are significant 
2.  The development of AI is generally worrying 
3.  The development of AI is mainly beneficial but of concern in some areas 
4.  The social benefits of AI outweigh its negative effects 
5.  AI is a trustworthy technology if it is guided by ethical rules 
6.  AI is a trustworthy technology if it is regulated 

Breakout session with 6-10 participants  (95 min) 

1.  Introduction (15 min) 

Recall the objectives of the consultation, i.e., to obtain input in order to establish a grid of 
recommendations on a responsible framework for artificial intelligence in Canada. 

  

2.  Determine the values, principles and ethical issues of artificial intelligence (40 minutes)  

a. Introduce the theme. For 3 to 5 minutes, the facilitator presents the theme. The objective is to 
help contextualize and better understand the scenario.  

b. Present the scenario. The facilitator reads and shares on their screen the scenario they were 
previously assigned.  

c. Determine values, principles and ethical issues from the use case. Each participant presents 
their choices and the arguments behind them.  

d. As a group, target three priority ethical issues. The group must, by mutual agreement, target 
three priority ethical issues. 

10-minute break  

3. Development of recommendations to guide the responsible development of artificial 
intelligence (40 minutes)  

a. Present the questions related to the use case. Read the questions aloud. To do so, refer to 
section 3 of the theme sheet.  

b. Present the regulatory tools. Read aloud the various regulatory tools available in Canada. Do 
not hesitate to ask participants if they need clarification or examples to better understand these 
tools and their power. 

c. Invite participants to suggest one to three recommendations to address the issues identified 
earlier.  

d. Collective evaluation of recommendations. This moment is dedicated to deliberation. In other 
words, three recommendations must be chosen from among all those presented by the 



 

69 
 

participants. Inform participants of this: “From all of these recommendations, we need to choose 
only three. They should therefore be assessed for relevance, feasibility and effectiveness.”  

4. Conclusion (8 min)  

Recall the discussions of the group and thank participants for their contributions. 

Closing plenary Session (10 min) 

Post-Deliberation Survey 

Participants are presented with an anonymized zoom poll where they are presented with the following 
options to each of the below questions: Strongly Agree, Agree, Neutral, Disagree, Strongly Disagree 

1.  The social benefits of AI are significant 
2.  The development of AI is generally worrying 
3.  The development of AI is mainly beneficial but of concern in some areas 
4.  The social benefits of AI outweigh its negative effects 
5.  AI is a trustworthy technology if it is guided by ethical rules 
6.  AI is a trustworthy technology if it is regulated 

Host summarizes the results and thanks participants for their time and contributions. 
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D. Open Dialogue: Artificial Intelligence in Canada- Use Cases 

In order to assess the ethical, societal and political issues raised by the applications of artificial 
intelligence (AI), it seems appropriate to reflect on their development and use in the following sectors 
and areas: 
  

1. Health  
2. Administrative Services  
3. Education  
4. Trade, Labour and Employment  
5. Environment  
6. Media, Arts and Culture  
7. Banking and Finance  
8. Predictive Justice  

 

To reflect collectively on these issues, it is appropriate to start from concrete, albeit fictitious, 
situations in which AI is deployed (use cases) and affects us both individually and collectively. In 
these situations, we must make a social choice in accordance with the ethical and political 
requirements that we will have collectively recognized. To highlight these use cases, we have 
developed prospective scenarios. A prospective scenario is the description of a future situation; some 
situations are very similar to our present world. A prospective scenario is neither a true story nor 
science fiction, but rather a situation that is likely to occur. On the eve of major social transformations 
related to AI, prospective scenarios allow us to discover, create and think differently.  

Project Objectives  

  
The use cases presented below are based on real use cases that have been previously 
analyzed but are fictitious. They help reach several objectives.  

 They are triggers: starting points for deliberation.  
 The use cases are prospective: they describe typical situations that may arise in the near future.  
 They describe situations that pose an ethical, political, social, legal or societal problem. They 

sometimes raise ethical dilemmas, i.e., situations where values and principles may conflict or at 
least cause tension.  

 The use cases are open-ended: they do not indicate which solution is the right one to adopt. The 
solution, if there is one, depends on deliberation, on dialogue for the best argument according to 
the values and principles that the interlocutors collectively recognize.  

How? You can use the scenario or illustration, or both together, to start conversations or 
deliberations. 

  

1 Health  

1.1 The Portable Medical Laboratory  
February 2027. Samia’s family history is worrisome. Her mother and maternal aunt have died of breast 
cancer, and the likelihood of her developing the illness is high. She laments the fact that she is unable to 
have regular appointments with her gynecologist every six months. Of course, it would be ideal if she 
could be constantly monitored, because when cancer is discovered early enough, the chances of 
recovery are very high. She didn’t hesitate when she was offered the chance to participate in the MedicAI 
Lab pilot project, which uses chemical nanotechnology combined with an AI device to detect certain 
diseases or monitor the progress of chronic conditions such as diabetes. MedicAI Lab is like a medical 
analysis laboratory. This “lab” is housed in a tiny chip inserted in the arm. In Samia’s case, the chip 
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detects white blood cells, takes her temperature and notes other indicators that allow it to refine its 
diagnosis. The data and diagnosis are transmitted directly to the medical team at the referring hospital. If 
a problem occurs, Samia is automatically scheduled for an appointment. Ever since Samia had the 
MedicAI Lab chip installed in her arm, her friend Joan calls her the cyborg as a joke. She doesn’t 
understand why Samia agreed to have a chip implanted. Samia explains that the chip doesn’t hurt her 
and that she feels more reassured with it. In fact, Samia suggests that Joan see a doctor to get a chip 
that would help her manage her diabetes, especially at night. “No way,” replies Joan. You don’t even 
know what they’re doing with your data!” Samia is confused by her friend’s response. 
 
1.2 A Robot for Seniors  
January 2027. The Walsh family has just received Vigilo, an assistance robot for seniors who suffer from 
cognitive disorders. Vigilo is for their grandmother Connie, who is 83 years old and has Alzheimer’s 
disease. The disease is currently at an early stage. Thanks to Vigilo, Connie will be able to stay in her 
home as long as possible and, thus, avoid having to move immediately into a retirement home, which 
seemed inevitable given her increasing loss of autonomy. In addition, the family will now be able to space 
out their visits, as Vigilo will provide them with a daily report on their grandmother’s state of health. The 
robot tracks the evolution of Connie’s illness by regularly administering various neuropsychological tests. 
It also prepares her pill box and, thanks to its integrated camera, checks that she takes her medication at 
the right time. It then relays the information to Connie’s healthcare staff. The robot also uses a chatbot, 
an application that can have conversations with her, give her advice, remind her of things, etc. Connie’s 
caregivers only come to her home twice a week to wash up and prepare meals. 

But, as months go by, Connie interacts less and less with her family, especially her daughter Sarah with 
whom she was very close, and confides more and more in Vigilo. Sarah is worried. Indeed, she has 
access to reports of the discussions between Connie and Vigilo: Vigilo’s AI was trained on many patients 
to learn how to detect and predict cognitive losses and episodes of depression. In case of an alert, Vigilo 
can even send Sarah and other siblings short excerpts from its private conversations with Connie. This 
data is kept for the purposes of improving the AI system and physician education. 
 
1.3 Prevention, Mental Health and AI  
February 2025. David, 45, was recently laid off from his job at the Val d’Orchard slaughterhouse. The 
terminated employees received severance pay and a one-year subscription to the Sovie application 
designed to provide psychological support and prevent possible depression. Sovie is an application 
downloaded to smart phones, connected watches and PDAs. It collects various data such as medical 
appointments, physical activity, hours of sleep, conversations on social networks, internet browsing 
history, etc. Based on this data, the application is able to determine a fairly reliable mood level and target 
the symptoms of depression. Depending on an individual’s diagnosis, Sovie can give personalized advice 
to users, refer them to a therapist or alert pre-recorded contacts as well as suicide prevention 
organizations when it believes that the user is at risk of harming themselves or others.  

Last week, David deleted the Sovie notifications because he felt he was receiving too many. Three days 
ago, he stopped using the application and completely disconnected himself from his mobile devices and 
social networks to rest and reflect on his professional future. Today, Sonia, a social worker from the SOS 
Suicide organization receives an alarming notification about David’s psychological state and, after a few 
attempts to reach him by phone, she decides to visit him. When Sonia shows up at David’s house, David 
is surprised, but not entirely displeased to see someone. However, he wonders how SOS Suicide got 
access to his data. Sonia explains to him that it is laid out in the conditions of use of Sovie and that he 
accepted them. 
 
1.4 Optimizing Public Mental Health Services  
April 2022. During a pandemic, the government of a Canadian province decides to analyze data 
from several social media networks to obtain a real-time barometer of the mental health of its 
population. This barometer is called IndicIA. Funding is allocated to a group of health 
researchers from a consortium of university hospitals and technology industries to develop the 
application. IndicIA will provide a global portrait of the population’s mental health, as well as 
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target the need for psychological services, which could prove to be very practical in times of 
pandemic where resources are highly solicited and limited. The automated system will perform 
a linguistic analysis of the messages exchanged (e.g., types of words used and their 
frequency). This information will be cross-referenced with other data such as location, 
estimated age, estimated gender, possible employment status, number of interactions with 
other users, time of day messages are sent, and length of messages. 

While the project is being launched, several citizens’ associations are challenging the approach. 
They argue that the risks of a breach of privacy are significant. They are also concerned that 
this very personal information could be sold to companies with commercial interests. Although 
the IndicIA team provides guarantees against this type of use of data and puts forward the 
advantages of the system, another group of researchers believes that the social acceptability of 
the project should have been assessed beforehand and that the public should have been better 
informed. In this context, the future of IndicIA is not assured. 

  

2 Administrative Services  

2.1 Issuing of Visas  
December 2025. The Ministry of Immigration wants to process visa applications as efficiently as 
possible. It is in this context that it commissions a young company specializing in natural language 
processing systems to create an AI system called AImmigration. The AImmigration algorithm has 
been trained to recognize which applications should be accepted or refused, using thousands of past 
visa applications. An official then reviews the application and confirms or overturns the initial 
AImmigration decision, further improving the quality of its decisions. Officials who were initially 
skeptical find that AImmigration decisions are very reliable and that they spend less time on each 
application. Soon, they are processing about 25% more applications per day using the application. 
AImmigration needs to analyze the applications of Ameera, her husband Ibrahim, and their young 
son, Ahmad. 
  
They hope that their visa application will be accepted. AImmigration refuses it, and an official, who 
sees no reason to contradict AImmigration, confirms the refusal. Convinced that it was a mistake, 
Ameera and Ibrahim seek out an explanation and, after much effort, finally find the appeal application 
form. Upon receiving this request, the managers at the Immigration Department were perplexed. No 
one can explain why AImmigration made this decision, and everyone wonders how many cases of 
this kind could have gone unnoticed. 
 
2.2 Child Protection  
September 2024. As part of the modernization of several administrative services, the “SOS enfant” 
software was created to strengthen child protection. The app’s goal is to standardize the practices of 
Child Protection Agency (CPA) workers in order to more objectively identify the risk to a child’s health and 
safety. After a successful trial period, the software is being rolled out across the region. 

Sarah, a social worker at CPA for 10 years, receives mandatory training on the use of “SOS enfant”. The 
software is based on a model that combines social factors related to child neglect and abuse and is 
refined by processing the limited historical data available, i.e., cases already handled by the CPA. These 
records, which have been previously made anonymous, contain the reasons for reporting, the presence 
of spousal violence, the presence of substance abuse, parental income, parental progress, etc. The data 
is then used to determine whether or not the child has been neglected. The “SOS enfant” software itself 
issues reports to the social workers, determines the level of risk of the situation and prioritizes the files. 
Sarah wonders about the role of the clinical judgment of the social workers in relation to the results of the 
software. The trainer gives a reassuring answer: “The software is there to help you, not to replace you. Of 
course, the last word goes to the human being!” Sarah, like her other colleagues, has to deal with dozens 
of children’s situations every day. For the first few weeks of using the software, she was skeptical about it. 
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However, due to a lack of time to check all the files, she relied on the priority order established by “SOS 
enfant”. 

3. Education  
 
3.1 Teaching Automation  
March 2028. Albert Einstein College has always been at the forefront of educational technology. Thus, 
when AthenIA offers a chance to try its new product, a personalized program to teach languages, the 
College jumps at the chance to integrate AthenIA robots into the French immersion classes offered to 
newcomers. As usual, the students attend their classes in the classroom but without the presence of their 
teacher, Assia. Each student receives an electronic headband that allows them to record their voice and 
can read what they write. This is sent to a software that builds a detailed profile for each person. With this 
information, the program adapts group activities and assigns personalized homework, taking into account 
individual progress. This data will then be used for the final evaluation that will determine whether the 
students have successfully completed the language program. In its last midterm evaluation report, 
AthenIA mentioned a drop in grades and concentration in Marysol. Assia finds this strange since she was 
among the top students in her class last fall.  
 
Assia decided to visit the classroom during lunchtime to talk with Marysol. When Marysol opens her lunch 
box, which contains only an apple, Assia understands more clearly where the lack of concentration 
comes from. A child who doesn’t eat can have difficulty concentrating in class. To help alleviate this, 
Assia offers to swap lunches with her, saying, “You’re so lucky because apples are really my favourite 
meal. How would you like to trade your apple for my sandwich?” Since AthenIA cannot take these factors 
into account in its evaluation, Assia decides to inform management of the situation. However, 
management believes that it would be unwise to intervene in AthenIA’s assessment. 
 
3.2 Attention-grabbing  
On September 28, 2028, Carmen, a teacher at Thérèse-Casgrain Elementary School, has her first 
meeting with the parents of her students. Carmen is eager to present AlterEgo, an educational robot with 
an AI that the school has made available for her to test. AlterEgo should improve the support for students 
having difficulties and personalize teaching. It measures the degree of attention of students in real time, 
determines what is hindering their understanding and detects children having difficulties. On the surface, 
the device is very simple, but it uses very advanced algorithms. For example, thanks to sensors housed 
in an electronic bracelet and thanks to the connected tablets on which the children work, AlterEgo detects 
the stress felt by the children and when their attention wanders. It is also able to analyze variations in 
reading speed in order to identify comprehension problems. AlterEgo can also send notifications to 
students to stimulate them or display a box of additional explanations. For Carmen, this is a revolution. 
Last year, she spotted the problem with Emiliano, a dreamer whose lack of attention certainly explained 
his low grades. With AlterEgo, this wouldn’t happen again. Carmen jokes, “With AlterEgo, the stress of 
exams is over!” It’s true that student evaluation can now be done almost in real time and on a continuous 
basis. She hastens to reassure some surprised parents by confirming that there will always be exams and 
that continuous evaluation is only a complementary indication for the moment. The parents who were 
perplexed now seem to be seduced by this intelligent device, except Daniel, Lisa’s father, who asks: “But 
all these screens? I had understood that they were causing attention deficit disorder. Anyway, maybe it’s 
paradoxical, but I’ve noticed that Lisa has never been so inattentive at home. And at night: impossible to 
put her to bed before 10 p.m.” He’s not the only one; other parents confirm Daniel’s observation.  
 
3.3 Data and Guidance  
February 2028. Patricia, Head Teacher of Grade 12, meets tonight with Kim and her parents to 
discuss her wishes for guidance. Kim dreams of setting up a large neighbourhood FabLab where 
robots can be built, repaired and recycled. She would like to pursue studies in computer science and 
become an engineer. To evaluate this choice, Patricia relies on the analysis of the new version of the 
AlterEgo 2.0 educational robot, which has predictive functionality and calculates students’ chances 
of success in different post-secondary streams. Patricia announces to Kim’s parents, surprised to 
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see AlterEgo at her side, that AlterEgo will help them find the most suitable career for their daughter. 
It then presents an analysis of Kim’s results over the past 10 years, with complex tables, 
comparisons of numbers, and trends. It all sounds very obscure to the parents, but Patricia explains 
that AlterEgo recommends a course in management and administrative sciences to Kim, which will 
allow her to set up her FabLab project. Kim is confused and her parents are quite dissatisfied: “How 
can that be? This is not at all what Kim wants to do! What’s wrong with her plan? She has always 
been strong in math and science.” 

Patricia tries to calm the parents down: “There’s no problem. In fact, Kim’s math scores, while still good, 
have been dropping since Grade 9, except for the second semester of Grade 9. But her language results 
are excellent. Her profile is more in the area of communication and management.” Kim’s mother asks 
Patricia: “But you know her, what do you think?”  Patricia answers that her opinion is not very important, 
because AlterEgo is very reliable. “It has more data and has ‘known’ Kim for much longer than I have. But 
above all, it is less biased than humans.” Kim’s mother accepts the answer, but asks Patricia: “You kept 
10 years of data on my daughter?” 

4. Trade, Labour and Employment  
 
4.1 Automated Recruitment  
March 2023. GreenManage is a company that helps small and medium enterprises implement a green 
work environment and eco-responsible practices: reducing energy consumption, recycling, eliminating 
paper disposal. It also favours green suppliers and green investments. The company has grown by leaps 
and bounds within a rapidly expanding market and is looking for new talent to meet demand, innovate 
and strengthen its strategic partnerships. The management team is very mindful about having diverse 
candidates. It therefore promotes inclusion and equity in its online job offer. In particular, it is seeking to 
fill a position of Partnership Manager. In order to efficiently and impartially process the numerous 
candidate files that flow in each year, GreenManage has acquired an automated recruitment system. The 
algorithm automatically sorts the applications based on the data of past recruits and the integration of 
recruited employees, as well as the criteria of the profile of the ideal candidate. Travis, a management 
student at the University of the Future, saw the GreenManage ad on his ConeKteD page. He is very 
interested in the competitive compensation offered and intends to apply. However, he is not as qualified 
as his life partner, Surya, who has just completed her bar exams in business law. He therefore 
encourages her to apply as well. This way, they make sure they don’t miss out on such a great 
opportunity. That Monday morning, Travis finds a nice surprise in his inbox: he has been selected for the 
final interview. Surya was less fortunate. Against all odds, her application was rejected. She is 
nevertheless delighted for her partner. 
 
4.2 Transportation and Self-driving Trucks  
November 2027. Paul, 57, has had only one job in his life: truck driver. He has worked for TransiPro, a 
trucking company, for several years. This week, TransiPro made an important announcement: they have 
purchased 150 self-driving trucks produced by the Dutch company Slimme Vracht. These trucks first hit 
the road in 2022, and their automatic driving systems are now adapted to all weather conditions from 
Canadian winters to the heat of Mexico. These self-driving trucks are much more efficient: they can drive 
24 hours a day, 7 days a week, and never need to stop (except to fuel up, and even this is done 
strategically to minimize delays). Ultimately, goods will be delivered more quickly, which will help limit the 
loss of perishable food, for example. And no more endless wage negotiations! 

Unfortunately, the purchase of these self-driving trucks has led TransiPro to lay off Paul and most of his 
colleagues. Self-driving trucks have taken the transportation industry by storm in the past year. Paul 
knows he probably won’t find another job in the transportation industry. As a result, he is considering 
returning to school. He hopes that retraining will help him find a new job, despite the fact that he will soon 
be 60 years old. 

 



 

75 
 

4.3 Automated Consumption  
May 2024. The online shopping giant, BuyEverything, is launching its Book-Predictions’ service this 
spring. By analyzing the personal data and purchase history of its customers, as well as the audio 
recordings obtained by Dismoitout smart speakers at home and in their vehicle, achètetout.com 
automatically selects and delivers products before its customers even order them. In addition, it delivers 
them at the optimal time determined by the algorithm. Josiane is one of the first customers to subscribe to 
Book-Prediction’. Right away, she likes not having to shop for essential items weekly or monthly and is 
impressed by the timing of delivery: always just in time. But she is perplexed when she receives maternity 
pants, as well as a book called Welcome, baby! Josiane has no children, but she and her husband have 
been discussing having a first child for a while. The Book-Prediciton’ algorithm has so far excelled at 
predicting what Josiane needs and when. Was it wrong this time? 

5. Environment  
 
5.1 A Connected Home  
July 2023. Mei and Pablo have just bought a house and are meeting today with the architect who will be 
responsible for the renovations. The architect draws their attention to the fact that it is an old house and 
may consume a lot of energy. He suggests that they favour renovations that will make it eco-responsible, 
smart and environmentally friendly. The architect explains that the house could use AI systems such as 
HomIA to optimize energy consumption, heating and lighting, as well as water use. They will save money 
by reducing their energy consumption, and their impact on the environment will be cut in half. As Mei and 
Pablo are very mindful of environmental issues, they accept the proposal. Enthusiastic, Mei and Pablo tell 
Lee, a friend who works in an environmental protection organization. Her response surprised them a little: 
“That’s interesting, but have you thought about the environmental impact of all these smart appliances 
and your eco-friendly home? It starts with the exploitation of rare earths to manufacture these electronic 
devices which must be replaced regularly, thereby generating a lot of waste and pollution … and above 
all, huge data centres that consume astronomical amounts of energy are required to run algorithms like 
HomIA! We don’t think about it, but the impact of training some AI applications is equivalent to the carbon 
footprint of 200 houses for a year! And online video platforms are even worse.” This resonates with Mei 
and Pablo, but Mei points out that the HomIA system consumes no more energy than an application on a 
phone and cuts energy consumption by 50%… “Plus, they’re not videoconferencing all day,” she reminds 
her with a smile. Lee gets the reference to her teleworking: “Well, it’s true that your HomIA has real 
advantages, but I still think you have to practice digital sobriety first and use environmentally friendly 
materials.” 

  

5.2 Accessibility and Transportation  
September 2031. Last summer, a metropolis welcomed 100% electric and self-driving cars from the 
Whee company, which are equipped with a range of sensors, as well as AI trained in a simulated 
environment and on the road. The Whee vehicles will therefore cover the entire territory of the 
metropolis non-stop and are shared by those who subscribe to this service. They can also be rented 
without a subscription and, even if it costs more, the program is a real success with tourists, who are 
adopting it massively. In addition to reducing parking problems, these self-driving vehicles 
significantly improve mobility in the city on short commutes. 
These cars are also accessible to people with reduced mobility, such as Tatiana, who uses a 
wheelchair. Using her smart phone, she can now order a car anywhere and get around the city much 
faster than she could by bus or subway. However, Tatiana’s colleague Jordane is much less excited 
about the arrival of Whee cars in the city. The city has had to make major upgrades to its streets to 
maximize the efficiency and safety of the autonomous vehicles, including the elimination of several 
bicycle corridors. Since Jordane mainly travels by bike, she finds that these changes penalize cyclists 
who already miss protected bike lanes. Tatiana tells her that at least the cars are electric and will help 
reduce greenhouse gas emissions. Jordane is skeptical and says, “Have you thought about the 
environmental impact of power plants and battery production?” 
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5.3 Agriculture and Livestock  
June 2028. These are difficult times for Bovani, a slaughterhouse specializing in the cattle industry. One 
of the employees responsible for slaughtering the animals, commonly known as a killer, has committed 
suicide. In addition to media pressure, the company has to deal with complaints from its employees about 
the effects that their chain slaughter duties have on their mental health. In fact, many of them say they 
suffer from post-traumatic stress disorder. 

Feeling the pressure, the company’s management turned to a brand-new technical solution: the 
SmartAbat system, recently developed by a Quebec company. This system allows for the automated and 
personalized management of animals. The animal’s dimensions are measured, and its movements are 
tracked by a camera system. This makes it possible to automate the stunning (a blow to the head that 
renders the animal unconscious) and bleeding stages. SmartAbat developers promise that the system 
requires no direct supervision. This means that employees no longer have to deal with these difficult 
operations, and no one sees the animals die. Employee duties are limited to inspecting the animals upon 
arrival and disposing of the remains at the end of the process. One year after installing the SmartAbat 
system, Bovani’s management is satisfied. The number of employee complaints has dropped, and the 
company’s productivity has not been affected. The company was even able to reduce its payroll. With the 
adoption of SmartAbat in several of the region’s slaughterhouses, the killing profession is disappearing 
 
 
5.4 Navigation app and urban design 
October 10, 2025 - Like every Friday, Gregory is attending the weekly meeting of the “Residents for a 
Green Snowball” association this evening, an association that aims to improve the lives of the people 
living in the underprivileged neighbourhood of Snowball. Leaving his office at the Social Assistance 
Centre, Gregory knows that the traffic may be heavier than usual because the weather is looking 
especially promising for the weekend—many city dwellers are choosing to leave town to take advantage 
of the last beautiful days of the year. But Gregory is not worried: for the past few weeks he has been 
using RaspberryJam, a new navigation application which is very popular because it is more efficient than 
other similar apps. 

RaspberryJam’s AI optimizes routes according to various parameters chosen by the user. For example, 
you can calibrate the app to identify the shortest route, the least congested route, the most fuel-efficient 
route, or the most aesthetic route. By default, the app is set to the “shortest route” setting, and this suits 
the vast majority of users. The other most used setting is the one that reduces fuel consumption. 

Since he started using RaspberryJam, Gregory spends less time in his car and comes home from work 
earlier! Today, the app will allow him not to miss the start of Friday night’s meeting without having to 
leave the office early. Much to his surprise, this Friday’s meeting focuses on the perplexing increase in 
traffic in Snowball’s backstreets. Residents are complaining about the noise and pollution that this 
causes, as well as the increased risk of accidents for children in the neighbourhood. There are also fears 
that this will accelerate the deterioration of the already-aging infrastructure. According to the residents, 
the culprit is none other than RaspberryJam. Before, the traffic was bearable. Perhaps other navigation 
apps were prioritizing trips that bypassed Snowball. So, what is the point of having cars drive through this 
labyrinth of small, crumbling backstreets? “It’s the shortest way to get to the highway from downtown!” 

6. Media, Arts and Culture  
 
6.1 AI and Language Preservation  
June 2024. This morning, Selma was a little anxious when she arrived at the Toronto airport (Canada) 
because she speaks neither English nor French. In the end, everything went well. Thanks to the ULangAI 
automated voice translation application, she was able to be understood by the customs officer, who didn’t 
know a word of Arabic. With voice recognition and language processing capabilities, the application 
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instantly translates what is said aloud over the phone. After a long walk through the city streets, Selma 
enters the Xin Shanghai restaurant where she is greeted by Li. This Chinese student chose to come to 
Canada to learn English, which she doesn’t speak, and arrived in the country just three weeks ago from 
Suzhou. She now works as a waitress to fund her studies. Selma is trying to order a vegetarian dish. 
Anticipating that Li won’t understand her request, she pulls out her phone and opens the ULangAI 
application to translate her order into English. Surprised, Li indicates that she doesn’t speak English and 
shows her the pictures on the menu. Selma looks in her application for Arabic to Mandarin translation to 
solve this communication problem. She is disappointed that this service is not available. In order to 
translate into Mandarin, English terms must first be used. This creates many errors due to double 
translation. In addition, what Selma doesn’t know is that Li’s first language is not Mandarin, but Wu, one 
of the most widely spoken languages in China after Mandarin, which is not translated by ULangAI at all. 
Selma finally makes gestures to show that she doesn’t eat meat, and Li understands her message. 

6.2 Human Art and Smart Art  
October 2027. As part of the Digital Arts Festival, the Society for Digital Arts (SDA) awarded a 
scholarship worth more than $15,000 to AI-ART, a robotic artist from the Arbot company. AI-ART is a 
software that, through an automatic teaching process, paints custom canvases. Using cameras 
placed on the walls of various highly rated art galleries around the world, AI-ART has been trained to 
identify the characteristics of the artworks that most appeal to viewers by analyzing their behaviour, 
such as the amount of time they spend in front of the artwork, the number of times they view it and 
their facial expressions (admiration, disgust, astonishment). It can then create works that suit the 
taste of the spectators, as well as guarantee the satisfaction of the SDA patrons. 
 
Reacting to the SDA’s announcement, Alya, a young Montréal sculptor, launched the 
#ProtectRealArtists movement, a collective of human artists who are campaigning against the 
funding of robot artists. In its opinion letter published in the newspaper La Gazette, the collective 
decries the underfunding and precariousness of artists. “Such a sizeable grant should not be paid to 
a robotics company,” states Alya in an interview. For its part, the SDA specifies that no special 
mention prohibits robot artists from participating in the competition and that AI-Art, from the Arbot 
company, is therefore fully eligible for the grant. Alya was not satisfied with this answer and asked 
that the intellectual property of human artists be recognized and that Arbot pay the artists who 
unwillingly contribute to AI-Art’s creations. 

  
6.3 Disinformation  
November 2021. Sofia loves poetry and reading. Like most of her friends, she uses social networks, 
especially Whisper. Thanks to Whisper, she can follow her favourite authors, share her literary creations 
and receive comments from other young people who are passionate about poetry, as well as keep track 
of what’s going on in her city and upcoming social and sporting events. Practical and easy to use, social 
networks are real goldmines of information for Sofia. Like her family and friends, she regularly shares 
articles on various subjects. One day she receives a message from her friend José: “You should really 
read this!” The message is followed by the title of an article that intrigues her: The earth is cubic. An 
inconvenient truth. Skeptical but curious, Sofia clicks on the link. The article is well written, and the 
publishing site Lesvraisnews.com is well laid out, but Sofia is not entirely convinced. “We’d know about it 
if the Earth wasn’t round,” she says. The next day, when she logs on to her favourite social network, she 
sees many articles on the same topic while scrolling through her news feed: Did you know? The earth is a 
cube! They’re Lying to Us: 10 Reasons to Believe the Earth is Cubic, and Why the Earth Isn’t Round: The 
Truth in a Video. Whisper’s recommendation algorithm analyzed the preferences of Sofia’s contacts and 
the content of the articles they share, and then recorded her interest in the very first article. 

Therefore, in order to present Sofia with personalized content which aligns with her preferences, it 
suggests similar articles. Sofia starts to wonder. She spends the next few days reading all the articles 
suggested by her newsfeed. A week later, Sofia writes her friend Lenû the following message: “I couldn’t 
believe it at first, but read this! Sometimes in life, you have to ask yourself questions,” and sends her an 
article entitled 10 proven reasons that the earth is cubic.  
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7. Banking and Finance  
 
7.1 Data and Privacy in Healthcare  
August 2025. Last year, Elias changed his health insurance because he found it too expensive. His new 
insurer, Labellevie, offers a smart watch and health app that encourages its clients to adopt a lifestyle that 
reduces medical risks in return for a cheaper insurance policy. Customers are lining up to try this new 
insurance program. Labellevie’s app has access to data from a variety of other applications that provide it 
with information on eating habits, travel, heart rate and other information about customers to help define a 
risk profile. In June 2025, Elias is diagnosed with a cardiovascular disease that requires long and 
expensive treatments. He notifies his insurer to begin his treatment. The insurer announces that it will not 
cover medical expenses. When Elias tries to find out why, the insurer’s online service tells him that the 
algorithm determines his eligibility based on important parameters, but it is not known how the application 
arrived at the result. At Elias’s insistence, the insurer’s IT department eventually informed him that the 
system had classified him as a high-risk person. In addition to his known history, his unhealthy diet and 
sedentary lifestyle are important risk factors. It’s true that Elias enjoys getting his meals delivered to his 
home with the Deliverfood app and is a pizza lover. As for physical activity? The GymGym application 
shows that he has been to the gym three times in two years. The insurer considers that it cannot be held 
financially responsible for Elias’s bad lifestyle habits and that the consequences on his health coverage 
were foreseen in his insurance contract. “What would other customers who made the effort to avoid 
unnecessary risks say?” For the insurer, it’s a matter of fairness. 

8. Predictive Justice  
 
8.1 Geospecific Predictive Policing  
May 2028. For the past few years, the Montréal police force has been using a crime prediction algorithm 
called AISurQar. The algorithm’s model uses a list of factors that increase the likelihood of street crimes 
(e.g., assault, sexual assault, shoplifting). These factors include gatherings of people, especially young 
men, location (neighbourhood, proximity to a college or youth centre), time of day, noise complaints, etc. 
Thanks to this AI, the crime rate has decreased dramatically by 13%. Part of the population is therefore 
very satisfied with this algorithm, but it is not known if the decrease in crime is rather due to the decrease 
in the number of crimes reported to the police because of the growing trust in AISurQar. 

One evening, AISurQar issues a red alert for an emergency intervention: surveillance cameras have 
detected a crowd of people near a youth centre in an at-risk neighbourhood. The likelihood of a crime is 
very high and the algorithm recommends sending 15 police officers to handle the situation. When the 
police arrive on the scene, they begin by asking the youth to disperse. Joseph and the other youths are 
unhappy with the police presence and protest: “We’re not doing anything wrong, we’re just celebrating the 
end of the midterm exams. “Police officers notice that the youth are playing soccer or spin the bottle while 
chatting in small groups loudly but peacefully. Since AISurQar’s recommendation is formal, police officers 
insist that the youth leave the premises. 

Frustrated, the young people decide to obey. The next day, Joseph speaks about it to the people in 
charge of the Youth Center and, as part of his activities for the college newspaper, he decides to write an 
article that makes a lot of noise. Youth centre workers, college professors and neighbourhood 
associations coordinate their efforts to call the police and demand explanations: “Another intervention for 
nothing! This isn’t the first time this happens, and it will end up creating an unmanageable situation,” 
warns the group. 

  
8.2 Automatic Prediction of Recidivism  
September 2023. Javier, 21 years old, was recently arrested for attempted murder and was sentenced to 
5 years of imprisonment with the possibility of parole under community supervision before term. 
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One year later, the Parole Board reviews Javier’s case using CONTA software. This predictive justice 
software establishes an individual’s risk of recidivism and offers several options. CONTA calculates the 
risk based on several factors such as the inmate’s age at the time of their first offence, their history of 
anti-social behaviour, their emotional and family relationships, their level of education, their employment, 
their alcohol and drug use, and so on. CONTA compares Javier’s profile with similar profiles and refines 
its predictions of recidivism. Among the various options available, the software selects the following three 
recommendations: 1. Continue incarceration until the end of his term (4 years) with a 20% risk of 
recidivism. 2. Release the prisoner after 3 years of incarceration with an obligation to check in with a 
social reintegration organization for 1 year with a 25% risk of recidivism. 3. Release the prisoner in one 
year with an obligation to check in with a social reintegration organization for 3 years with a 20% risk of 
recidivism. These three options, along with the financial cost, are presented to the members of the 
community monitoring, psychological monitoring and social monitoring teams. 

It’s hard to explain why the first and third options have the same recidivism rate, but in any case, it is up 
to the Parole Board to choose one of the three options or suggest another. Given the file and based on 
their experiences, the Board members are tempted to offer the inmate a release with a 2-year follow-up 
obligation. However, since this option is not suggested by the algorithm, they decide to opt for the first 
recommendation, which has the advantage of being less expensive with the same recidivism rate as the 
third recommendation. Javier will therefore serve his full sentence in prison. 
 

8.3 Preventive Arrest  
April 2027. As part of a new police force program, an artificial intelligence system is used to predict 
criminal behaviour. This program’s algorithm has been trained on historical police data and analyzes 
criminal profiles. Based on data available online (e.g., the internet browsing, social network activity) and 
police data when a report has already been made, the system issues a danger warning and can trigger 
an alert in the event of an imminent threat. One day, Edward is unknowingly placed in the category of 
“individual potentially at risk of committing a crime or femicide” and the pictures retrieved from the internet 
now allow him to be visually identified.  
 
Six months ago, Edward struck out with Clara, a friend he had met in high school. She is now a student at 
the Institut des études en sciences humaines (IESH). While their relationship was friendly in nature, 
Edward developed feelings of love for her, and he thought that Clara had the same feelings for him. Clara 
had to make it clear that this was not the case, and Edward, disappointed and furious, cut ties with her. 
He then turned to online forums to seek advice from people who had gone through a similar experience. 
That’s when he came across the “UnjuRej” (Unjustly Rejected) community. 

Within a few months, Edward becomes a regular member of the UnjuRej forum and, from one 
recommendation to the next, begins to visit more problematic forums as well, including MHP.org (MHP 
stands for “Make her pay”), where members encourage each other to take revenge on women who have 
rejected men. To unwind, Edward also got a gun permit and regularly visits a gun range. In addition, he 
continues to regularly visit Clara’s profile on social networks as well as the IESH feminist association 
page. When a surveillance camera at the IESH entrance with a facial recognition system identifies 
Edward, the police officers are alerted by the algorithm and decide to take immediate action to arrest him. 
“I didn’t do anything!” says Edward. “Not yet,” replies a police officer. 

 
 


